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ABSTRACT

Purpose To investigate whether a humanoid robot in a clini-

cal radiological setting is accepted as a source of information

in conversations before MRI examinations of patients. In addi-

tion, the usability and the information transfer were compar-

ed with a tablet.

Methods Patients were randomly assigned to a robot or ta-

blet group with their consent prior to MRI. The usability of

both devices was compared with the extended System Usabil-

ity Scale (SUS) and the information transfer with a knowledge

query. Reasons for refusal were collected by a non-responder

questionnaire.

Results At the University Hospital Halle 117 patients were

included for participation. There was no statistically signifi-

cant difference in gender and age. Of 18 non-responders, 4 re-

fused to participate partly because of the robot; for another 3

the reason could not be clarified. The usability according to

SUS score was different with statistical significance between

the groups in the mean comparison and was one step higher

for the tablet on the adjective scale. There was no statistically

significant difference in knowledge transfer. On average, 8.41

of 9 questions were answered correctly.

Conclusion This study is the first application, in a clinical

radiological setting, of a humanoid robot interacting with

patients. Tablet and robot are suitable for information transfer

in the context of MRI. In comparison to studies in which the

willingness to interact with a robot in the health care sector

was investigated, the willingness is significantly higher in the

present study. This could be explained by the fact that it was a

concrete use case that was understandable to the participants

and not a hypothetical scenario. Thus, potentially high accep-

tance for further specific areas of application of robots in radi-

ology can be assumed. The higher level of usability perceived

in the tablet group can be explained by the fact that here the

interface represents a form of operation that has been estab-

lished for years in all population groups. More frequent expo-

sure to robots could also improve the response in the future.

Academic Radiology

947Stoevesandt D et al. Comparison of Acceptance… Fortschr Röntgenstr 2021; 193: 947–954 | © 2021. Thieme. All rights reserved.

T
hi

s 
do

cu
m

en
t w

as
 d

ow
nl

oa
de

d 
fo

r 
pe

rs
on

al
 u

se
 o

nl
y.

 U
na

ut
ho

riz
ed

 d
is

tr
ib

ut
io

n 
is

 s
tr

ic
tly

 p
ro

hi
bi

te
d.

Article published online: 2021-06-10

https://orcid.org/0000-0003-3303-5464
https://doi.org/10.1055/a-1382-8482
https://doi.org/10.1055/a-1382-8482


Key Points:
▪ patients accept humanoid robots in clinical radiologic

situations

▪ at present they can only convey information as well as an

inexpensive tablet

▪ future systems can relieve the burden on personnel.

Citation Format
▪ Stoevesandt D, Jahn P, Watzke S et al. Comparison of Ac-

ceptance and Knowledge Transfer in Patient Information

Before an MRI Exam Administered by Humanoid Robot

Versus a Tablet Computer: A Randomized Controlled

Study. Fortschr Röntgenstr 2021; 193: 947–954

ZUSAMMENFASSUNG

Ziel Untersucht wurde, ob ein humanoider Roboter im kli-

nisch-radiologischen Setting als Informationsgeber im Ge-

spräch vor MRT-Untersuchungen von Patienten akzeptiert

wird. Ergänzend wurden die Benutzerfreundlichkeit und die

Informationsvermittlung mit einem Tablet verglichen.

Methoden Patienten wurden bei Einwilligung vor einemMRT

randomisiert einer Roboter- oder Tablet-Gruppe zugeteilt.

Die Handhabbarkeit beider Geräte wurde mit der erweiterten

System Usability Scale (SUS) und die Informationsvermittlung

mit einer Wissensabfrage verglichen. Ablehnungsgründe wur-

den per Non-Responder-Fragebogen erhoben.

Ergebnisse Im Universitätsklinikum Halle wurden 117 Pa-

tienten zur Teilnahme eingeschlossen. Bei Geschlecht und

Alter gab es keinen statistisch signifikanten Unterschied. Von

18 Non-Respondern lehnten 4 die Teilnahme teilweise wegen

des Roboters ab; bei weiteren 3 konnte der Grund nicht gek-

lärt werden. Die Handhabbarkeit nach SUS-Score war zwi-

schen den Gruppen im Mittelwertvergleich statistisch signifi-

kant unterschiedlich und war für das Tablet um eine Stufe auf

der Adjektiv-Skala höher. Bei der Wissensvermittlung gab es

keinen statistisch signifikanten Unterschied; im Mittel wurden

8,41 von 9 Fragen korrekt beantwortet.

Schlussfolgerung Diese Studie ist der erster Anwendungsfall

im klinisch-radiologischen Setting eines humanoiden Robot-

ers, der mit Patienten interagierte. Tablet und Roboter sind

zur Informationsvermittlung im Kontext eines MRT geeignet.

Im Vergleich zu Studien, in denen nach der Bereitschaft zur

Interaktion mit einem Roboter im Gesundheitswesen gefragt

wurde, ist diese Bereitschaft in der hier vorliegenden Studie

deutlich höher. Dies könnte dadurch erklärt werden, dass es

sich um einen konkreten, für die Teilnehmer begreiflichen

Anwendungsfall handelte und nicht um ein hypothetisches

Szenario. Damit ist von einer potenziell hohen Akzeptanz für

weitere spezifische Einsatzgebiete von Robotern in der Radi-

ologie auszugehen. Der in der Tablet-Gruppe wahrgenom-

mene höhere Bedienkomfort lässt sich dadurch erklären,

dass hier das Interface eine seit Jahren in allen Bevölkerungs-

gruppen etablierte Bedienform darstellt. Eine häufigere Expo-

sition mit einem Roboter könnte auch hier die Response

zukünftig verbessern.

Introduction

Robots are used broadly in the industrial sector to automate pro-
cesses [1, 2] since the use parameters and interaction with peo-
ple, which is usually minimal, are clearly defined [3–5] and the de-
velopment and implementation of systems entail minimal
obstacles. Robots have increasingly become a topic of interest
among the public in recent years. There is currently no fundamen-
tal and universal definition of the term “robot” [6, 7].

Outside industrial applications, humanoid robots are used for
support, for example for the sale of electronics or in the entertain-
ment industry [8, 9]. The use of robots in the health care system
also seems reasonable. However, only 55% of those surveyed in an
international questionnaire including 11 000 participants were
open to the use of “artificial intelligence” and robots for their
own health care needs [10]. In a Eurobarometer survey conducted
in 2012 in 27 European countries, 57% of the 26,751 participants
responded that they would be uncomfortable undergoing an op-
eration performed by a robot [11, 12]. However, in smaller but
more specific surveys regarding robots in the health care system,
63% of respondents stated that they are not afraid and have no
reservations regarding robots [13]. Use of a humanoid robot at
hospitals reported to date is limited to the reception area for
such tasks as acting as a greeter and providing information [14].
The use of robots for treatment purposes represents a special
case. Therefore, robots were used, for example, as therapeutic

tools in a study in pediatric oncology to reduce fear, anger, and
depression [15], in various settings in children on the Autism
spectrum [16], and for personalized patient instruction for chil-
dren with diabetes [17]. There are also approaches for including
corresponding systems in the training of chronically ill patients
[17, 18]. In the context of radiology, we are not aware of any reg-
ular use of humanoid robots involving patient contact.

In radiology, the use of robots for therapeutic applications as
well as information transfer as part of the informed consent dis-
cussion would be conceivable: Information transfer prior to diag-
nostic examinations like CT and MRI is a standardized work step
that can already be performed digitally [19]. Although the in-
formed consent discussion is a non-delegable task that must be
performed by a physician (informed consent requirement § 630e
of the German Civil Code), an information sheet can be sufficient
in routine interventions as long as patients have the opportunity
to discuss any unanswered questions with the treating physician.
Prior to diagnostic MRI examinations, the corresponding informa-
tion is often also provided in the form of an information sheet. In-
dividual studies show that tablet-based provision of information is
preferred to paper [20] or that the two methods are at least con-
sidered equal [19].

The use of humanoid robots would be a conceivable alternative
to the use of tablet-based information transfer since the human-
like aspects of the robot could improve patient attention and in-
formation reception. The advantages should be similar to those
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of table-based information recording and transfer compared to a
paper-based method (higher completion rates and lower prob-
ability of information loss) [19]. Moreover, studies examining the
fundamental acceptance of humanoid robots are needed to be
able to better plan future areas of application of this technology
(e. g., support for anxious patients during angiographic interven-
tions).

Objective

Three questions were examined in the present study:
1. Evaluation of the acceptance of a humanoid robot as a provider

of information in a clinical radiological setting,
2. User friendliness of the robot compared to a tablet with respect

to patient information,
3. Comparison of the two methods of information transfer regard-

ing the planned MRI examination.

Materials and Methods

Competent patients of legal age undergoing an elective diagnos-
tic MRI examination were included in this prospective study. Pa-
tients with serious psychiatric diseases, significant pain, or suspi-
cion of dementia were excluded. Further exclusion criteria
included a German language proficiency level of less than C1, a
monitoring requirement, and an MRI examination in the last
month. The local ethics committee of medical faculty of the Mar-
tin-Luther-University Halle-Wittenberg approved the study (pro-
cessing number 2018–2023).

The patients were selected during MRI registration according
to the inclusion and exclusion criteria. The process and patient ex-
clusion according to the CONSORT recommendations are shown
in ▶ Fig. 2. Suitable patients in the waiting room were then asked
if they would be interested in participating in the study. Those
who expressed willingness to participate received written infor-
mation about the study that was explained in greater detail upon
request. After subjects gave their informed consent, they were
randomly assigned to one of two groups – information provided
by a humanoid robot or information provided by a tablet. Group
assignment was performed on a daily basis since a technician
had to be present to supervise the robot and a room with the nec-
essary audio and camera equipment had to be available. Partici-
pants were blinded to their group allocation until the start of in-
formation transfer.

Depending on the group assignment, instead of receiving the
usual information sheet, subjects received information from a hu-
manoid robot or received the same information on a tablet with
identical interactive content. After inclusion, there were no drop-
outs.

Patients who did not want to participate in the study were
asked to complete a questionnaire regarding the reasons for their
refusal to participate. 15 out of 18 people (83 %) took advantage
of this opportunity, while 3 did not wish to make any statement.
Multiple choice questions were used to record reasons. Responses
could be grouped into two categories “reasons not related to the
robot” and “reasons related to the robot”.

Sociodemographic data was collected for all study participants
as well as patients who refused to participate in the study but
completed the non-responder questionnaire.

After the intervention, the patients in both groups were asked
to complete a multiple-choice questionnaire and an expanded
system usability scale (SUS) [21, 22].

The SUS determines the subjective usability of a system as per-
ceived by the user. The ten items include five positive and five
negative statements and use a Likert scale of 0 to 4 points. The
ten individual values then yield a maximum SUS score of 100 [21].

Systems can be considered usable if they reach a threshold value
of 68 or higher [22]. In previous studies, an adjective scale was devel-
oped to make the SUS score easier to understand [23] (▶ Table1).

In addition to the ten SUS items, the questionnaire included
five additional statements added specifically for the present
study. These were used to evaluate how patients understood the
presented information and whether they were comfortable with
the interaction. Moreover, the questionnaire recorded whether
patients preferred receiving information from robot, a film on an
iPad, or a conversation with a radiologist.

Nine multiple-choice questions were used to assess the trans-
fer of information in order to quantify a possible difference be-
tween the methods of information transfer. Therefore, for exam-
ple, participants were asked which objects are allowed and which
are prohibited near the MRI unit and what the general conditions
for performing the examination are. The complete questionnaire
is provided in the supplement.

The statistics and analysis program “IBM SPSS Statistics 25”
was used to evaluate the questionnaires.

The robotic system “Pepper” was introduced by the Japanese
telecommunications company “Softbank” in 2014 and is sold by
“Softbank Robotics Aldebaran”. The primary functions of the
1.2-meter robot are communication and interaction via voice
command and output as well as non-verbal communication via
body language [24, 25]. To decrease negative reactions among
users, the device has a humanoid, gender-neutral appearance
based on the baby schema (▶ Fig. 1) [26, 27]. A touchscreen loca-
ted in the chest region was used during information transfer, for
example, to show MRI images and an MRI unit.

The tablet used in the control group used a Node.js web appli-
cation developed specifically for this study that provided the same
content regarding patient information. The tablet and robot were

▶ Table 1 Adjective rating scale for SUS Score cited by Bangor et. al.
2009.

SUS Score acceptability range adjective rating

90–100 acceptable excellent till best imaginable

80–89 excellent

68–79 good

50–67 marginal so-so

35–49 not acceptable poor

0–34 worst imaginable
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used without an additional person being present in the room. A
film showing the interaction with the robot is provided in
▶ Video1.

Results

In the period from October 2018 to February 2019, 135 patients
were prospectively asked to participate in the study. 117 patients
(87%) agreed to participate. 65 participants were randomly inclu-
ded in the “robot” group and 52 in the “tablet” group (▶ Table 2).
18 people (13%) refused to participate (non-responder; NR).

41% of study participants were female and 58% were male. 1%
did not specify. The average age was 51.3 years (SD 15.7). In the
comparison between the robot and tablet groups, there was no sta-
tistically significant difference regarding sex (χ2 (1, N=117) = 1.138,
p =0.765) or age [df = 112] = 0.25, p =0.804).

56 % of NRs were female and 44% were male. Thus, the NRs
did not differ significantly from the study participants (χ2 (1,
N = 134) = 1.28, p = 0.259). The average age of the NRs was
63.9 years (SD 12.6). In comparison, the average age of the study
participants was 51.3 (SD 15.7) years. This age difference is statis-
tically significant (t[df = 133] = 3.27, p = 0.001).

The highest level of education of 48% of participants was high
school (to grade 10) (robot group: 55 %; tablet group: 39 %)
(▶ Table 2). In the tablet group the next most common level of
education was high school (25 %) followed by university (19 %)
and secondary school (14 %). In the robot group, the second
most frequent level of education was university (15 %) followed
by high school and secondary school (each at 12%). Three partici-
pants did not provide any information about their level of educa-
tion and two stated that they had no diploma. One NR had no
diploma and seven did not provide any information (44%).

▶ Fig. 1 Humanoid robot providing patient with information.

▶ Fig. 2 Flowchart of included and excluded subjects. “Other reasons” included interpreter/other language barriers, urgent follow-up examinations,
legal guardian, delirium, severe depression, delusional state, schizophrenia according to registration.

OP-VIDEO

▶ Video1 Film with sample dialog.
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The refusal reasons of the 18 NRs could be allocated to four
categories: “No reason given” (n = 3), “reasons not related to the
robot” (n = 11), “reasons related to the robot” (n = 2), and both
reasons in combination (n = 2). Thus four (3 %) of those surveyed
refused to participate at least partly due to the robot. The reason
could not be clarified in the case of another three respondents
(2 %).

The reasons not related to the robot included “I feel too sick”
(n = 6), “no time to participate in the study” (n = 2), and “I am al-
ready familiar enough with the MRI examination and do not need
any further explanation” (n = 2).

With respect to the reasons related to the robot, two NRs sta-
ted that they “are afraid that robots could replace physicians and
nurses” (n = 2). Each of the following reasons was specified by one
NR: “I am afraid that the robot will not understand me, or I will not
be able to understand it”, “I am afraid the robot will collect too
much personal data”, “nonverbal conversation with the robot is
not possible so that misunderstandings can arise” and “a conver-
sation with a robot is too impersonal”.

A comparison of the mean SUS score between the tablet group
(M=89.26, SD 16.26) and the robot group (M=75.00, SD 12.16)
yielded a significant difference (t[df = 105] = –5.19; p < 0.001).
Due to a violation of the normal distribution assumption (Kolmo-
gorov-Smirnov Test, z = 0.152; p < 0.001), a nonparametric test of
the difference between the groups was performed (Mann-Whit-
ney Test p < 0.001).

As shown in ▶ Table 3, an adjective rating scale was used to ca-
tegorize the acceptability range. 10 of the 117 participants did
not provide responses (robot group: n = 2; tablet group: n = 8).

Based on the cut-off value recommended in the literature, an
SUS score of 68 or higher denotes a device with sufficient and
acceptable usability.

The robot was considered acceptable by 60 % of participants
and the tablet by 75%, with the majority of responses being con-
centrated in the category “excellent to best imaginable” (robot
group: 23 %; tablet group: 58 %). In the case of an SUS score of
less than 68, the values were concentrated in the “marginal” cate-
gory (robot group: 32%; tablet group: 10%).

Regarding the statement in question 1 of the SUS as to wheth-
er patients would want to use the system regularly in the future
for receiving information, 61 % (robot group: 55%; tablet group:
67 %) were in agreement while 28 % (robot group: 34 %; tablet
group: 21%) were neutral.

87 % of participants (robot group: 85%; tablet group: 90%) felt
safe interacting with the system (question 9). 7 % (robot group:
11 %; tablet group: 2 %) were neutral with respect to this state-
ment. One person in each group disagreed with this statement.

92 % of participants (robot group: 94 %; tablet group: 90 %)
indicated that they understood all information provided by the
system (item 11).

76% of participants (robot group: 77%; tablet group: 75%) in-
dicated that they felt comfortable with the provision of informa-
tion, while 17% (robot group: 17%; tablet group: 17%) remained
neutral.

37 % of participants in the robot group and 15% in the tablet
group agreed with the statement “I would prefer a discussion
with a robot to watching a film on an iPad” (item 13). 23% of par-
ticipants in the robot group and 25% in the tablet group did not
agree with this statement. 37% in the robot group and 54% in the
tablet group were neutral.

There was no significant difference in questions 1, 9, 11, 12, 13.
45 % of participants in the robot group and 25% in the tablet

group agreed with the statement “I would prefer a discussion
(with the same content) with a radiologist” (item 14). 12% of parti-
cipants in the robot group and 21 % in the tablet group did not
agree with this statement. 40% in the robot group and 48% in the
tablet group were neutral. The described difference in the compar-
ison of the mean values between the groups (T[df = 110] = 2.487;
p = 0.014) was significant. Due to a violation of the normal distribu-
tion assumption (Kolmogorov-Smirnov Test, z = 1.655; p < 0.008), a
nonparametric test of the difference was performed (Mann-Whit-
ney Test U = 1158.5, Z = -2.398, p < 0.016).

A further goal of the study was to determine how effective
each modality was at transferring knowledge. The majority of
those surveyed (71%) were able to correctly answer nine of nine
questions (robot group: 72%; tablet group: 69%) (▶ Table 4).

▶ Table 2 Description of participants and Non-Responder.

participants (n = 117) non-responder
(n = 18)

robot
(n = 65)

tablet
(n = 52)

gender

▪ woman 28 20 10

▪ men 36 32 8

▪ missing value 1 0 0

age

▪ 18–20 years 3 1 0

▪ 21–30 years 4 6 0

▪ 31–40 years 11 6 2

▪ 41–50 years 9 7 1

▪ 51–60 years 13 22 2

▪ 61–70 years 15 4 8

▪ 71–80 years 6 6 4

▪ 81–90 years 1 0 1

▪ 91–100 years 0 0 0

▪ missing value 0 0 0

education

▪ not specified 1 2 1

▪ no degree 2 0 2

▪ secondary school 8 7 0

▪ junior high school 36 20 4

▪ high school 8 13 1

▪ university 10 10 3

▪ missing value 0 0 7
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On average, there were 8.46 (SD: 1.263) correct answers in the
robot group and 8.35 (SD: 1.413) in the tablet group.

If the age of the participants is taken into consideration, those
over 60 answered on average 8.16 (N = 114; SD: 1.526) questions
correctly while the younger patients answered 8.50 (N = 114;
SD: 1.260) questions correctly. The difference between the two
age groups was not statistically significant (t(112) = 1.232,
p = 0.221). If level of education is included, participants with a
high school diploma or a higher degree answered an average of
8.51 (SD 1.325) questions correctly, while those with a 10-year
high school diploma or a lower level of education answered an
average of 8.36 (SD 1.334) questions correctly.

The difference between levels of education was also not statis-
tically significant (t(117) = -0.609, p = 0.544).

Discussion

The present study is the first study and first known case in which a
humanoid robot interacted with patients in the clinical radiologi-
cal setting without being used as a therapeutic tool.

1. Acceptance

In the aforementioned PricewaterhouseCoopers (PwC) survey,
41% of those surveyed in Germany stated that they would not be
willing to discuss their health care needs with artificial intelligence
or robots [10]. The Eurobarometer study shows similar results
with 57% of respondents stating that they would be uncomforta-
ble with surgery performed by a robot. The willingness of those
participating in this study was significantly higher: Only 3% of pa-
tients refused to participate because of the robot. Even if patients
who did not want to specify a reason are included, the possible re-
fusal rate due to the robot is less than 5%. The significantly higher
acceptance in our study could be explained by the fact that it was
a concrete use case while the participants in the aforementioned
PwC survey were asked generally about situations in which they
would accept robots (e. g., after a minor operation).

Due to the small group size, it was not possible to statistically
examine the reasons for refusal as a function of age, sex, and level
of education. The significantly higher age in the NR group could
be due to a higher disease burden and a consequently reduced
willingness to participate. Alternatively, a lower level of familiarity
with technology should also be considered.

2. Usability

The greater ease of use perceived in the tablet group may be able
to be explained by the fact that touchscreens have been widely
used for years as a user interface by the entire population and
tablets are therefore easier to use than previously unknown robot-
ic systems with verbal interaction.

Reservations regarding regular use would presumably de-
crease as a result of longer and more frequent exposure to the
corresponding technology in the context of information transfer
and other aspects of health care [28, 29].

▶ Table 4 Knowledge Objectification.

robot
(n = 65)

tablet
(n = 52)

total
(n = 117)

Count of correct answers (max. 9)

2 0 1 1

3 2 1 3

4 0 0 0

5 2 0 2

6 0 2 2

7 1 3 4

8 13 9 22

9 47 36 83

mean (SD) 8,46 (1,263) 8,35 (1,413) 8,41 (1,327)

▶ Table 3 SUS Score on adjective rating scale.

acceptability range adjective rating robot (n = 65) tablet (n = 52) total (n = 117)

n % n % n %

acceptable excellent till best imaginable 15 23,1 30 57,7 45 38,5

excellent 12 18,5 6 11,5 18 15,4

good 12 18,5 3 5,8 15 12,8

marginal* so-so 21 32,3 5 9,6 26 22,2

not acceptable poor 3 4,6 0 0,0 3 2,6

worst imaginable 0 0,0 0 0,0 0 0,0

not specified not specified 2 3,1 8 15,4 10 8,5

* SUS Score lower than 68.
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The fact that significantly more participants (45%) in the robot
group than in the tablet group (25 %) preferred human contact
can also be explained by their minimal to nonexistent prior expo-
sure. Another possible reason could be that the participants sub-
consciously felt that the robot was less reliable or creepy. How-
ever, this does not coincide with the data in the present study. In
the direct survey, there was no difference regarding level of com-
fort between the two groups.

3. Knowledge transfer

A significant majority of participants subjectively indicated that
they understood all information provided by the respective sys-
tem with no significant difference between the groups.

In the objective evaluation of knowledge transfer, it was also
able to be shown that the majority of patients understood the
information correctly. Therefore, both systems are fundamentally
suitable for transferring information that is relevant to MRI exam-
ination.

The unequal number of participants in the robot and tablet
groups is due to the fact that the robot-based method was orga-
nized on a daily basis so that randomization could only be per-
formed on a daily basis but not in a subject-based manner.

Limitations of the study:
With regard to the method, it must be stated that the ques-

tionnaire regarding the transfer of knowledge may have been too
easy resulting in the relatively high number of correct answers in
both groups.

A strength of the study is its randomized controlled design. All
central study results were reported by the study participants so
that an observer bias can be ruled out. Moreover, there were no
dropouts, thereby minimizing the attrition bias.

Due to the small number of subjects, subgroup analyses (parti-
cularly among the subjects who refused to participate) could not
be performed.

The purchasing cost of the robot system (approximately
10,000 to 20,000 Euros) and the need for the presence of a tech-
nician currently argue against regular use of the system, especially
in light of the lack of improvement in information transfer.

Conclusion

1. In the present study, a large majority of the surveyed patients
were willing to interact with a humanoid robot in a concrete
health care situation. Willingness was higher than general surveys
had indicated. This can be explained by the fact that the study had
a concrete context that was understandable to participants (infor-
mation about an upcoming diagnostic MRI examination in con-
trast to the use of robots in general). Therefore, potentially higher
acceptance of further specific applications of robots in radiology
can be assumed.

2. The usability of a tablet compared to a humanoid robot was
considered slightly better which is probably due to the greater fa-
miliarity with tablets. However, greater exposure to humanoid ro-
bots could change this in the future. At present, robots are not a
cost-effective alternative to tablets or information sheets.

3. A robot and a tablet are both suitable for providing informa-
tion in the context of MRI.

CLINICAL RELEVANCE OF THE STUDY

▪ Humanoid robots are accepted by patients in clinical ra-

diological situations and can effectively transfer informa-

tion.

▪ Thus, a number of applications are conceivable since in-

teraction and communication robots that can be imple-

mented here are already available.

▪ Using these systems to handle many routine questions

could decrease the workload of clinical personnel while still

maintaining verbal interaction with patients.

▪ Future systems could ease the workload of clinical person-

nel, resulting in greater resources for personal consulta-

tion.

▪ However, at present, a more cost-effective tablet solution

could achieve the same learning effect.
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