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Assessment of Colonoscopy Skill Using Machine Learning to Measure Quality: Proof-of-Concept and Initial Validation
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Abstract:
Background and Aims: Low quality colonoscopy increases cancer risk but measuring quality remains challenging. We developed an automated, interactive assessment of colonoscopy quality (AI-CQ) using machine learning (ML).

Methods: Based on quality guidelines, metrics selected for AI development included insertion time (IT), withdrawal time (WT), polyp detection rate (PDR), and polyps per colonoscopy (PPC). Two novel metrics were also developed: HQ-WT (time during withdrawal with clear image) and WT-PT (withdrawal time subtracting polypectomy time). The model was pre-trained using a self-supervised vision transformer on unlabeled colonoscopy images and then finetuned for multi-label classification on another mutually exclusive colonoscopy image dataset. A timeline of video predictions and metric calculations were presented to clinicians in addition to the raw video using a web-based application. The model was externally validated using 50 colonoscopies at a second hospital.

Results: The AI-CQ accuracy to identify cecal intubation was 88%. IT ($p = 0.99$) and WT ($p = 0.99$) were highly correlated between manual and AI-CQ measurements with a median difference of 1.5s and 4.5s, respectively. AI-CQ PDR did not significantly differ from manual PDR (47.6% versus 45.5%, $p = 0.66$). Retractilxion was correctly identified in 95.2% and number of right colon evaluations in 100% of colonoscopies. HQ-WT was 45.9% of, and significantly correlated with ($p = 0.85$) WT time.

Conclusions: An interactive AI assessment of colonoscopy skill can automatically assess quality. We propose that this tool can be utilized to rapidly identify and train providers in need of remediation.
INTRODUCTION:

Although screening and surveillance colonoscopy is associated with a reduction in the risk of colorectal cancer (CRC), post-colonoscopy colorectal cancers still occur in practice. The risk of developing cancer after colonoscopy varies based on the quality of the colonoscopist performing the examination. While measuring colonoscopy quality metrics such as adenoma detection rate (ADR) may identify and permit intervention to reduce these variations in quality, multiple barriers to measurement exist and prevent their widespread utility. These barriers include inadequate procedure volume to confidently assess quality,[1,2] lack of resources to calculate metrics, and potential for gamification.

In previous work, we found that measuring colonoscopy skill using manual review of a small number of colonoscopy videos can serve as an estimate of colonoscopy quality metrics such as ADR which take a significantly larger number of procedures to calculate.[3] Furthermore, assessment of skill – such as how the colonoscopist cleans the colon, looks behind folds and distends the colon – can permit directed feedback to the colonoscopist to facilitate improvement.[4] However, manual review of colonoscopy video is laborious and suffers from interobserver variation and thus is not amenable to widespread implementation.

We hypothesized that machine learning (ML), which allows computer algorithms to perform tasks generally performed by humans, could assess the quality of colonoscopy skill and associated metrics in an automated fashion. Thus, the primary aim of this study to develop and validate an automated assessment of colonoscopy inspection utilizing ML.

METHODS:

Setting:

This study took place two affiliated medical centers – an academic medical center and an affiliated rural hospital, both in the United States. A waiver of informed consent was obtained via the institutional review board. Videos from the academic medical center were used to develop the ML models. Videos stored from February 2022 to March 2022 were utilized during the validation phase.

Electronic health record and video storage data sources:

All endoscopic reports were written in a single endoscopic reporting system (Provation, Minneapolis, Minnesota, United States) and all EHR data was stored in a separate system (Epic, Madison, Wisconsin, United States). All videos were stored via a commercial gastrointestinal endoscopy cloud storage company (Virgo Surgical Video Solutions, San Francisco, California, United States). Procedure videos are automatically uploaded to the cloud server. In previous work[5], our group described a process to link colonoscopy videos with provider data as well as patient demographics and outcomes.

Colonoscopy Procedures:
Colonoscopy procedures at the academic medical center were performed at one of two locations (16 total procedure rooms) over the study period. Colonoscopy procedure during the validation phase were performed at the rural hospital (2 total procedure rooms). During the validation phase, only colonoscopists who performed greater than 100 screening colonoscopies over the study period (9/1/2018 to 4/1/2021) were included.

**Definitions:**

A screening colonoscopy was defined as any colonoscopy procedure performed in a patient without a personal history of colon polyps and without any gastrointestinal symptoms reported in the procedure indication. A surveillance colonoscopy was defined as a colonoscopy procedure performed in a patient with a personal history of colon polyps without gastrointestinal symptoms reported in the procedure indication. Diagnostic procedures were those procedures performed for evaluation of gastrointestinal symptoms.

Withdrawal time (WT) is defined as the duration of time spent examining the colon for colorectal polyps in procedures without polypectomy or biopsies ("normal" colonoscopies). Both the time the cecum is initially reached as well as the time the colonoscope is removed are marked by the nurse or technician. PDR was calculated as the proportion of colonoscopies performed with removal of a polyp. Retroflexion was defined as any successful view of the endoscope and lumen in the retroflexed position; this could occur either in the right colon or rectum. The number of complete right colon evaluations was defined as the number of times the colon was inspected in its entirety from the cecum to the hepatic flexure.

**Outcome Measures:**

The primary outcome measure was the accuracy of the AI-CQ to calculate WT. Secondary outcome measures included accuracy of insertion time (IT), PDR, polyps per colonoscopy (PPC), retroflexion, and number of right colon evaluations.

We also calculated two exploratory outcome measures. Withdrawal time is traditionally calculated using only normal screening colonoscopy procedures due to the infeasibility of excluding polypectomy time. To address this, we calculated withdrawal time in screening and surveillance procedures with polypectomy, automatically excluding polypectomy time (WT-PT). We calculated polypectomy time (PT) as the time from initial detection of the polyp until after the polyp was removed (i.e., no further snare resections or forceps). We also calculated high quality withdrawal time (HQ-WT). This was defined as the portion of time where a clear image of the colon was obtained. A clear image was based on manual labeling – only frames where the colon mucosa could be seen with clarity to identify polyps (i.e., excluding "red out", obscuring stool, or blurry image).

**Model Development and Validation:**

The AI model was pre-trained using a self-supervised vision transformer on unlabeled colonoscopy images (n = 1x10^7) mutually exclusive from all other datasets. The vision transformer model was
finetuned for multi-label classification on another mutually exclusive colonoscopy image dataset (n = 9854), derived from screening, surveillance and diagnostic colonoscopies using anatomical, procedural, and pathological labels (label n = 14). All labeling was performed by a single experienced colonoscopist (RNK).

During inference, colonoscopy video frame predictions were generated at a resolution of one frame per second and employed a binary threshold of ≥ 0.5 to denote presence; these predictions were subsequently used to calculate all metrics. A timeline of video predictions and metric calculations were presented to clinicians in addition to the raw video using a web-based application.

After model development ("AI-CQ"), the AI-CQ was externally validated using 50 screening and surveillance colonoscopies at a second affiliated hospital. All manual measurements were performed by a single experienced colonoscopist (RNK) blinded to the measurements of the AI-CQ for each video.

**Statistical Analysis:**

All data were checked for normality before analysis using the Shapiro-Wilk normality test in the stats package (v4.3.0) in R (v4.3.0). Kruskal-Wallis rank sum tests from the R stats package were employed to compare manual and AI-CQ IT and WT measurements. Spearman's rank correlations were employed to assess the association between manual and AI-CQ measurements of IT and WT. Differences in polyp detection rate were examined using Fisher's Exact Test from the R stats package. Descriptive statistics were reported using medians and IQR for continuous variables and percentages for categorical variables.

**RESULTS:**

The interactive AI-CQ tool is presented (Figure 1; Video). The visual tool allows the reviewer to identify relevant colonoscopy landmarks including locations of outside the gastrointestinal tract, appendiceal orifice, cecal base, and small intestine; findings including polyps, stool, and unclear scope image ("red out"); devices including forceps and snares; and technical maneuvers including retroflexion, polypectomy, and cleaning.

After AI-CQ model development using videos at a single hospital, the model was externally validated using 50 screening and surveillance colonoscopy videos from 6 colonoscopists at a second hospital.

**Identification of Cecum**

The cecum was reached in 48/50 of validation cases; in the 2 cases where the cecum was not reached, the AI-CQ correctly did not identify cecal intubation. Of the 48 cases where the cecum was reached, the AI-CQ correctly identified the time of cecal intubation in 88%. Of the 6 cases where the cecum was reached but the AI-CQ did not identify the cecum, 4 were due to inadequate bowel preparation...
obscuring landmarks and in the remaining 2, clear cecal landmarks were present but not identified. Overall, the accuracy of the AI-CQ for identifying cecal intubation was 88% (Table 1).

**Insertion and Inspection Time**

Using cecal intubation time, IT and WT were calculated. IT (ρ = 0.99) and WT (ρ = 0.99) were highly correlated between manual and AI-CQ measurements. The median difference of calculated IT was 1.5s and of WT was 4.5s (Table). Median HQ-WT was 45.9% (IQR: 14) of, and significantly correlated with (ρ = 0.85; p < 0.001), normal WT time. In colonoscopies where a polyp was removed, median WT-PT 484s, similar to mean normal colonoscopy WT (502s).

AI-CQ correctly identified rectal retroflexion in 95.2% of colonoscopies. The number of complete right colon evaluations was accurately measured in all colonoscopies. As there is no manual method to measure the duration of cleaning, this was not validated.

**Polyp Detection**

In aggregate, the PDR in the validation cohort was 45.2%. The AI-CQ PDR was not significantly different (47.6%, p = 0.66). The PPC in the validation cohort was 0.67; the AI-CQ measured a greater PPC (0.81; p = 0.34). In general, this occurred due to the AI-CQ counting a single polyp twice.

**DISCUSSION:**

While measuring colonoscopy quality is central to colorectal cancer prevention, measurement remains challenging in practice. Thus, we sought to develop a proof-of-concept artificial intelligence assessment of colonoscopy quality, the AI-CQ, that both automatically measures quality metrics that are traditional (e.g., withdrawal time) and more recent (e.g., number of times the right colon is fully evaluated) as well as identifying techniques central to high-quality colonoscopy (e.g., cleaning). Furthermore, presenting this information in an interactive application facilitates AI-augmented manual review of colonoscopy procedures. We additionally showed in an initial validation that this tool performs well in measuring traditional quality metrics.

A major focus of colonoscopy AI work has been around polyp detection with multiple commercial products already approved or in development.[6-8] There has been significantly less work around developing algorithms that can measure colonoscopy quality. In an initial proof of concept, Thakkar et al described an approach that could be used to measure core colonoscopy techniques including cleaning, fold examination, and lumenal distention.[9] A real-time algorithm acting as a “speedometer” to measure withdrawal speed has been described but did not improve quality.[10] In more recent work, an AI tool to measure colonoscopy WT and polypectomy time (similar to what we have described above) was described with potential added functionality of minimizing manual documentation that must occur after procedures.[11]
In contrast to prior systems, the AI-CQ is meant to be an interactive tool. The tool loads a recorded colonoscopy video and analyzes it on demand for review. We propose that this interactive application can be utilized in multiple settings that have been shown to be effective in prior research but are not feasible for routine use. Potential applications would be providing feedback on withdrawal technique, similar to work we and others have previously published.[3] For example, the “expert” and learner could watch the video together with AI identifying relevant areas to focus on. In other prior work, the importance of providing feedback on polypectomy technique to both practicing colonoscopists[4] and trainees[12] has been demonstrated. However, identifying which colonoscopies have polyps removed, where in a video the polypectomy occurs, and using what tool is time-consuming. Thus, AI-augmented video review of colonoscopy quality is an opportunity to feasibly provide substantive feedback to colonoscopy trainees and those requiring remediation.

There are important limitations to this study. While all algorithms were externally validated using videos from a second site, all videos were obtained using the same cloud-based video recording solution and using the same endoscope manufacturer. Furthermore, while the algorithms performed well, our initial validation suggests that additional training is required for routine reliable use.

In summary, we describe the development and initial validation of the AI-CQ, an interactive AI-based tool to measure colonoscopy quality. While further improvements to the tool are planned, this interactive tool has the potential alter how we provide efficient and effective endoscopic training feedback and remediation.
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Table 1. Performance of AI-CQ tool for measuring colonoscopy quality

<table>
<thead>
<tr>
<th></th>
<th>Manual</th>
<th>AI-CQ</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insertion Time (s)</td>
<td>320.5 (239)</td>
<td>321.5 (239.5)</td>
<td>ρ = 0.99**</td>
</tr>
<tr>
<td>Median Normal Colonoscopy Withdrawal Time (s)</td>
<td>522 (272.5)</td>
<td>517.5 (270.75)</td>
<td>ρ = 0.99**</td>
</tr>
<tr>
<td>Median Withdrawal Time – Polypectomy Time (s)</td>
<td>502 (187)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High Quality Withdrawal Time (s)</td>
<td>237 (117)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polyp Detection Rate (%)</td>
<td>45.2</td>
<td>47.6</td>
<td></td>
</tr>
<tr>
<td>Polyps Per Colonoscopy (Mean ± SD)</td>
<td>0.81 ± 0.94</td>
<td>0.67 ± 1.1</td>
<td>ρ = 0.82**</td>
</tr>
</tbody>
</table>
Figure 1. The interface for the AI-CQ allows the user to identify relevant landmarks and maneuvers, confidence that this prediction is correct (with an adjustment bar for confidence threshold), and the ability to watch the full-length colonoscopy video. Furthermore, quality metrics predictions for the entire video are provided.
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