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Introduction 

Since the 1970s, diagnostic expert 
systems have been an important area 
of research in medical informatics [ 1]. 
Researchers had high expectations of 
artificial intelligence as an aid in medi
cal diagnosis. They aimed at making 
expertise available to a much larger 
medical community than personal con
sultation of experts would allow. In
centives were the increasing difficulty 
of keeping up-to-date with state-of
the-art medical knowledge, the ability 
of computers to rapidly process a large 
number of possibilities, and the ab
sence of bias due to human factors. 
Examples of human factors are: previ
ous training and experience, recently 
encountered diseases, fatigue, and time 
pressure. 

Some diagnostic expert systems per
form comparably to experts. Inter
nist-/ and, its successor QMR (Quick 
Medical Reference), DxPLAIN, 
ll..IAD, and MEDITEL have become 
~dely known for their scope and qual
tty [2]. Several systems have become 
acommercially available. Yet, no large
Scale diagnostic expert system has 
found widespread use in the field of 
in~mal medicine and many other ap
Plications never progressed beyond an 
0~rimental stage. 
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Diagnostic Support: Towards the 
Intelligent Integrated Reference 
Source 

Reflections on R.A. Miller et al.'s paper: 
INTERNIST-1: An experimental computer-based 
diagnostic consultant for general internal medicine. 

This paper summarizes why diag
nostic expert systems arenotyet widely 
used and discusses shifts in both the 
type and methodology of diagnostic 
decision support. 

Early Experiences with 
Internist-I 

The evaluation of Internist-/ [3] 
produced a number of valuable in
sights into the strengths and weak
nesses of the application. As opposed 
to MYCIN [4], of which the rules 
combine declarative and procedural 
knowledge, Internist-/had the advan
tage that its knowledge base contained 
purely declarative knowledge in the 
form of intuitively appealing disease 
profiles. Acquisition of purely declara
tive knowledge is more transparent 
and easier to manage when the system 
scales up. As a result, maintenance of 
the knowledge base (KB) was more 
straightforward and could be done by 
medical experts with little need of a 
knowledge engineer. The numeric at
tributes of each manifestation in a 
disease profile were innovative and 
intuitive, and circumvented the prob
lems of probabilistic approaches with 
respect to normalization, a posteriori 
probabilities, and interdependencies. 

Despite these strengths, the limitations 
oflnternist-1 mainly involved its scope, 
explanation capabilities, and lack of 
integration in clinical practice. The limi
tations that inspired and influenced 
subsequent research efforts will be 
discussed. 

Scope and Transparency 
A well-known problem of diagnos

tic expert systems is their limited scope. 
Because knowledge acquisition and 
maintenance is an ongoing labor-inten
sive process, most systems are re
stricted to small domains. To cover all 
of internal medicine is a laudable goal. 
Although Internist-/ had a large KB, 
the developers were aware that it did 
not cover all diseases relevant to the 
domain of internal medicine. To give it 
a "fair" test, the evaluation of the 
system was limited to diseases that 
were covered by its KB [2]. Hence, 
the problem remains to decide when a 
system is ready for use in the non
restricted world of reality. More im
portant than being "fair" for the sys
tem, a test must also be "fair" for the 
user. Part of the problem is that the 
system does not know what it does not 
know: it cannot warn the user that it did 
not consider disease A, because dis
ease A is not covered by its KB. The 
other, even more important, part of the 
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problem is that the boundaries of the 
system's contents and capabilities are 
rarely evident for the user. For ex
ample, if a differential diagnosis does 
not include disease A it is not immedi
ately evident whether the system re
jected disease A or was not even 
capable to consider it. 

In Internist-/, domain coverage is 
explicitly represented in its disease 
profiles. Yet, a paradox remains: if the 
user can reliably determine that the 
KB covers his problem area, he does 
not need the system to form his prob
lem area. And if the user cannot deter
mine if the KB covers his problem 
area, how well can the system help 
him? 

In this respect it is interesting to note 
that books are well accepted as refer
ence sources, despite their limited 
scope. No one will say that it is danger
ous to use a book, because the book 
does not know what it does not cover. 
If the reader fmds in a book what he 
looks for, it belongs to the scope of the 
book, otherwise it doesnot. In analogy, 
the perceived reliability of an expert 
system strongly depends on the trans
parency of that system. 

Integration 
Like most other diagnostic expert 

systems, Internist-/ was a stand-alone 
system. The interactive sessions with 
the system required re-entry of data 
and were time consuming. This largely 
precluded the usability of Internist-/ 
during routine patient care. Integration 
of diagnostic expert systems in patient 
care means that such systems use the 
information routinely collected during 
the health-care process. It is obvious 
that patient data have to be electroni
cally available in an interpretable for
mat to make such integration possible. 
Support of structured data entry (SDE) 
by clinicians is an important area of 
current research [5-7]. But even if the 
record provides sufficient structure for 
integration with a diagnostic support 
system, several problems remain. Se-
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mantic mapping between the vocabu
lary of the CPR and that of the expert 
system may be difficult because of 
partial matches. Furthermore, interac
tion with the diagnostic support system 
will be required to refme the initial 
differential diagnosis. This interaction 
may elicit additional data from the 
clinician, but these data cannot auto
matically be recorded in the record: 
sometimes data are entered to direct 
the reasoning process without reflect
ing actual patient fmdings. Conse
quently, data generated during interac
tion with a diagnostic support system 
must be verified by the user before 
they can be added to the CPR [8]. 
Technical and semantic challenges are 
not the only factors that inhibit integra
tion. In contrast with primary care in 
the UK and the Netherlands [9], spe
cialized care is still predominantly pa
per based. 

Another drawback of a stand-alone 
system is that its use depends entirely 
on the initiative of the user. If users 
feel comfortable about a diagnosis they 
will not consult reference knowledge, 
but such a feeling does not guarantee 
a correct diagnosis. 

Explanation 
Reference knowledge as laid down 

in books is diagnosis-oriented, whereas 
medical diagnosis is findings-oriented. 
Hence, the organization ofknowledge 
in books is not optimal for diagnostic 
problem solving. Findings-oriented or
ganizationofknowledgeon paper would 
result in unacceptable redundancy. 
Furthermore, paperis passive and can
not actively help to direct the reader to 
the answer.- Computers, on the other 
hand, can organize a set of data items 
in many different ways and apply rea
soning algorithms to its contents. 

Physicians, however, do not seek a 
"black box" that produces a diagnosis 
without further explanation [10,11]. 
Such a black box would unjustly dis
card the expertise of the clinician and 
may be experienced asde-skilling [12]. 

At the time of the evaluation of lnte 
nist-1, the authors were aware of i 
limited explanation capabilities. 1'b 
system was unable to distinguish caus 
from predisposing factors, and find 
ings explained by a diagnosis were no 
longer used to evoke new disease hy, 
potheses. Furthermore, interdependetl 
manifestations disproportionally fa. 
vored the most common disease that 
explained them. 

Hence, the developers of Internist. 
I were very aware that clinicians want 
a consultant to whom they can ask 
directed questions. The answers will 
supplement their own knowledge and 
need to solve the missing links in their 
line of reasoning. 

Quick Medical Reference 
(QMR) 

QMR is the successor of Internist, 
I and it has eliminated many of 
Internist-/'s shortcomings [13]; 
especially its explanation capabilities 
have been greatly improved. Examples 
are the explicit representation of causal 
and predisposing factors, improved 
handling of interdependencies, and the 
option for the user to "keep" already 
explained fmdings for the creation of 
new disease hypotheses. In addition, 
QMR supports a wide variety of 
questions to aid clinicians in solving] 
problems. Among others, the physic~ 
can ask for a finding "work -up", ask 
for questions to rule-in or rule-out a 
diagnosis, compare diagnoses, and 
critique a user-specified disease 
hypothesis in the context of the currenl 
case. Apart from these powerf1Jf 
diagnostic aids, the user can easily 
view the KB contents: browse the 
disease and fmding indexes, and vieW 
individual disease profiles. 

With its extended KB, QMR has 
become a powerful diagnostic aid. Jtis 
not intended to replace the physician, 
but to serve as an intelligent reference 
source. At this moment, lack of inte· 
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r;:tion in ro~tine health care is st~ll a 
Jillljor impedtment to the use of dtag
nostic expert systems. 

Evolution of Decision
Support Systems 

Experiences with early expert sys
tems have initiated a variety of new 
developments and research efforts. 
Early developments were for a large 
part driven by what information tech
nology could make possible; emphasis 
was on the potential and validity of a 
methodology. Later developments 
were also driven by what is feasible. 
In the evolution of decision-support 
systems three main areas deserve at
tention: a shift in the focus of decision 
support, exploration of new methods 
for inferencing, and changes in main
tenance policy. 

Shift in Focus 
The initial euphoria about diagnostic 

expert systems dwindled when infor
mation technology failed to become 
widely used for the collection of pa
tient data. Medical diagnosis is a com
plex process, often requiring a large 
data set of unpredictable scope. Lack 
of structured and standardized data in 
electronic format precluded integra
tion of diagnostic expert systems in 
routine health care. Consequently, the 
focus of medical decision support 
shifted to what the infrastructure would 
allow. The first data that became avail
able in a structured format included 
demographics, vital signs, and labora
tory results. These data were used by 
alerting and reminder systems to draw 
clinicians' attention to undesirable or 
even dangerous findings [14,15]. On
going developments in medical record 
~lications included drug prescrip
tions and, especially in primary care, 
PI'Oblem-orientedrecording and SOAP 
eodes in the clinical narrative [16]. 
Coding in lCD, ICPC, or SNOMED 
further improved the interpretability of 
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patient data [17]. Gradually, the con
tents of patient records permitted au
tomated generation of useful remarks 
to assist physicians with specific well
defmed tasks, such as protocol-based 
care and adherence to practice guide
lines. The so-called "critiquing" sys
tems became an important area of 
development in medical decision sup
port [18-20]. 

The data needed for diagnostic sup
port are partly hidden in free-text en
counternotes, radiology, pathology, and 
othernarrative reports. Automated in
terpretation of such texts still does not 
compete with the clinician. Develop
ments in the acquisition of structured 
data and increased efforts for stan
dardization of patient records consti
tute important steps towards the feasi
bility of integrated diagnostic support. 

Shift in Methodology 
Researchers in the field of diagnos

tic decision support have always 
struggled with the quantification and 
formalization of the complex diagnos
tic process. Quantitative approaches 
faced the problem of lacking probabi
listic data: a priori probabilities were 
incomplete and not normalized, a pos
teriori probabilities were largely ab
sent, and interdependencies difficult to 
quantify. Bayesian applications often 
used simplified models, ignoring nor
malization and interdependencies. Ex
periments were designed to adjust prob
abilities in an attempt to achieve expert 
performance. It is noteworthy, how
ever, that "simple" Bayes with the 
assumption of independence tends to 
perform better than "proper" Bayes, 
without that assumption, if the required 
parameters cannot be reliably derived 
from extensive patient data sources 
[21]. 

Other systems based their infer
ence engines on models reasoning with 
hypothesis sets, such as fuzzy logic 
and Dempster-Shafer [22]. MYCIN 
and Internist-/ used heuristic ap
proaches: MYCIN used Certainty 

Factors to express belief in rules and 
Internist-/ and the early QMR used 
intuitive expressions for sensitivity and 
specificity in the form of' 'frequency'' 
and" evoking strength", respectively. 

The qualitative aspects of the KBs 
were necessary to provide adequate 
explanation facilities and insight in the 
contents of the knowledge base. Main
tenance of the KB required extensive 
literature study and consultation of ex
perts. If the collection of qualitative 
knowledge was a big task, so much 
more was the acquisition and mainte
nance of the quantitative parameters. 

In an era of labor-intensive knowl
edge engineering, the burden of KB 
maintenance sparked a marked inter
est in neural-net technology [23-25]. 
The learning capabilities of neural-net 
applications led to high expectations 
with respect to the effort needed to 
create and maintain systems with ex
pert performance. Several systems did 
indeed perform comparably to experts, 
but this success was not observed in 
domains where explanation capabili
ties were important. Neural-net tech
nology applied to medical diagnosis 
produced unsatisfactory "black box"' 
output [26]. 

Quantitative developments contin
ued. Bayesian belief networks allow 
for the expression of interdependen
cies, and the partitioning of the net
work in local belief networks permits 
an intuitive acquisition of the required 
quantitative parameters [27 ,28]. QMR
DT was a successor of QMR, based 
on a probabilistic model [29]. The quali
tative content of the KB, in combina
tion with the far more transparent quan
titative parameters, caused increasing 
interest in Bayesian belief networks. 

Quantitative aspects of diagnostic 
reasoning, such as the ranking of dis
ease hypotheses, are not equally use
ful for each user. Given a set of fmd
ings, a general practitioner will act 
strongly on disease prevalence, 
whereas a histopathologist seeks the 
best morphologic match. From pri-
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mary towards tertiary care, or from 
generalist to expert, diagnostic reason
ing changes from prevalence-driven to 
pattern-driven. 

Shift in Maintenance 
Neural nets provide no solution in 

areas where the user requires insight 
into the reasoning process. Hence, 
acquisition and maintenance of KBs 
for medical decision support remci.in an 
arduous undertaking. Research groups 
rarely have the resources to undertake 
this task beyond the demands of an 
experimental setting. An average dis
ease profile in QMR is often based on 
more than 70 publications [30]. Estab
lished professional organizations are 
most suited to take on the effort and 
responsibility to provide a KB with 
sufficient continuity and scope for use 
in clinical practice. Primary care orga
nizations have established task forces 
to create practice guidelines. Similar 
activities in specialized health care pro
duce dedicated treatment protocols. 
The combined effort of system devel
opers and professional organizations 
offers potential for integrated and reli
able decision support. It is, however, 
important that partners take responsi
bility for their own share in the exper
tise. In other words, responsibilities for 
software and content are preferably 
separated. 

The Future of Diagnostic 
Decision Support. 

Past experience has taught several 
important lessons. First, optimal ben
efit of decision support requires inte
gration with routine care. Second, the 
scope and reasoning process of deci
sion-support systems has to be trans
parent. And third, maintenance of the 
KBs for decision-support systems has 
to be taken up by professional organi
zations. 

What does this mean for diagnostic 
decision support? It is obvious that 
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integration of such complex function
ality requires a well-structured CPR 
with a widely accepted vocabulary. 
But given such a CPR, medical diag
nosis is so complex that an expert 
system with the ideal scope and cover
age is an unrealistic aim. The future of 
diagnostic expert systems lies in two 
types of functionality, which can well 
be combined. One is the "watchdog", 
which will only alert clinicians when 
their diagnostic hypotheses lack a prob
able diagnosis or are in conflict with 
certain observations. The philosophy 
of the watchdog is that it supplements 
the clinician's own thinking: each re
markis a bonus. Potential pitfalls, how
ever, are disregard of the comments 
due to poor specificity, or too much 
reliance on the watchdog. The other 
type of functionality is the "intelligent" 
reference source, which can dynami
cally generate views tailored to spe
cific clinical questions. In the future, 
CPR applications will inevitably be
come more rule than exception in pa
tient care. They will pave the way for 
the descendents of Internist-/. 
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