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This section of the Yearbook in
.cludes five articles that represent the 
scope and range of developments of 
Decision-Support Systems in the field 

10f medical informatics. Because medi
cal practice implies medical decision 
.tnaking, health professionals have 
1ried, from the very beginning of the 
.eomputer age, to develop advisory 
~ystems that would assist in the diag
nostic/therapeutic process. The meth
lOds of knowledge representation, rea
soning, management of uncertainty, 

the strategies of using the knowl
bases have stimulated scientific 

... t ... ,.t.,.,.n (and also sometimes contra
from the beginning. The num-

of publications on such develop
is impressive but their quality 

not always correspond with po
"usability" in medical practice. 

Mif~VPlr<~ barriers limit their effective 
BJ:lPl€~mc~ntat11Dn. Excellent decision
Pl"4.llo..I.L'"" capabilities do not guarantee 
.W!:tP.lm utility and successful imple
• :ntaltioJn. For example, as everyone 

it is not realistic to view diag-
as separated from the process of 
· what additional information 
be most useful and what is the 

option for therapy management. 
designers of an advisory system 

take into account this "usabil-
context". 
Nevertheless, today we witness the 
~1ger1ce of commercial versions of 
, ... L,ul.rct decision-support programs 

QMR (1], DXplain [2], Illiad 
but they are still used mainly in 

·--~·w.vua• settings. Though the sys-
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Decision-Support Systems , 

terns and methodologies developed 
cover a broad range of problems and 
medical applications, few such sys
tems are in routine clinical use. Many 
reasons have been given to explain 
this frustrating situation. Two of the 
selected papers [4-5] deal with some 
of these reasons. They present, from 
different points of view, a reflection 
on thirty years of research in the field, 
analyze the current state of clinical 
decision-support systems, and explain 
their limitations in producing tools for 
improving health care. In the recent 
past, the central question was: How to 
achieve the functionality of decision
support tools? Now, the question has 
shifted to: Whatfunctionalities should 
such systems have? These articles pro-
· pose research perspectives and coher
ent approaches to the development of 
such tools. In my opinion, it is impor
tant that researchers in the domain 
consider the arguments of these excel
lent analyses that restate the medical 
decision-support approach, in its con
text and complexity. A third article [ 6] 
presenting an evaluation of explana-. 
tions of probabilistic inference, has 
also a rationale linked to the accept
ability of decision-support systems for 
clinical use. The last two papers present 
applications of neural networks. These 
techniques offer several advantages 
and attractions. The most important 
are: the suitability for machine learn
ing, their powerful model of knowl
edge representation, the inherent par
allelism of the algorithms and their 
robust behavior with noisy data. Many 

researchers in the decision-support 
field are enthusiastic about these tech
niques as they have now been exten
sively applied over five years in medi
cine as well as in other fields. The two 
applications presented here were de
veloped in radiology [7-8]. 

The first paper is by Shortliffe: The 
adolescence of AI in medicine: Will 
the field come of age in the '90s? [4]. 
It presents a self-examination of the 
Artificial Intelligence in Medicine 
(AIM) community, a discussion and 
personal views that concern "soul
searching issues" for AI in medicine. 
The author analyses the following para
doxical situation: on the one hand the 
significant contribution of medical AI 
researchers to the AI field and com
puter science is established. On the 
other hand, the medical community 
still resists the adoption and use of 
expert -systems techniques. According 
to S hortliffe (and I fully agree with his 
views), the problem has little to do 
with AI and the quality of AIM re
search. Resistance to system use arose 
despite the quality of the AI methods 
developed and applied in the field. 
Since AIM is one of the core areas of 
medical informatics - itself an inter
disciplinary field- the context in which 
AIM concepts will ultimately be de
livered, i.e., as useful tools integrated 
in medical practice, is essential. It helps 
to understand the complexity of the 
problems and to define the range of 
issues that AIM researchers need to 
consider. Because we must design and 
build information architectures that 
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support, advance and promote better 
and more efficient health care, the 
AIM researchers have to enlarge their 
expertise beyond medical AI to other 
critical topics. For example, classical 

. statistics, human-computer interaction, 
databases, information retrieval, in
formatiqn systems, standards for com
munications and knowledge exchange 
condition the effective delivery of de
cision-support systems in integrated 
professional environments. This is one 
of the main recommendations of this 

. excellent and thoughtful paper. 
Heathfield and Wyatt published 

Philosophies for the design and devel
opment of clinical decision-support 
systems [5]. This paper is, in a way, 

. complementary to the first one. It is a 
lucid discussion which highlights that 
a philosophy of"how" to build clinical 
decision-support systems is central to 
the successful development of such 
systems and to the discipline of medi
cal informatics. The authors analyze 
the current state of clinical decision
support systems, the motivations of 
developers and the perceptions of po
tential end-users. They underline some 
factors that may impede the successful 
development of such systems. Among 
many factors that can negatively af
fect the expansion of a development 
philosophy, the paper addresses four 
particularly significant factors : 
• A preoccupation with computer ar

tifacts (for example, the choice of 
the software tool is very often the 
first choice of the project) dictates 
the approach of the decision prob
lem. 

• The failure to adopt appropriate 
models for analyzing a problem 
causes, like computer artifacts, "tun
nel vision" and impedes the research 
of more appropriate solutions. 

• A lack of clear language for com
municating the development phi
losophy andfacilitating better com
munication and understanding of 
the problems between the clinician 
and the designer. 

316 

• A disregard for organizational is
sues. The authors stress the impor
tance of the stability of a project 
workforce. 
The example of the development of 

the ACORN system, and the analysis 
of the difficulties encountered, illus
trate their arguments very well. In the 
last section, the authors describe a 
development philosophy that embod
ies many of their beliefs concerning 
the development of clinical decision
support systems. They define a devel
opment philosophy as a shared per
ception on how a problem or a class of 
problems should "in principle", be 
solved. They propose to establish and 
clarify the need to use a coherent meth
odology for modelling the problem 
through rapid prototyping, and to use 
appropriate methods and tools. They 
strongly advocate the need for evalua
tion and for a professional approach to 
implementation, maintenance and sup
port. 

Suermondt and Cooper published 
An evaluation of explanations of 
probalistic inference [6]. The aim of 
this contribution is to explain the con
clusions of a probabilistic decision
support system. As has been high
lighted by several authors, one of the 
prominent requirements given by prac
titioners for the acceptability of such 
systems in routine practice is the abil
ity of the system to explain its advice. 
The article presents the results of a 
study in which the effects of the result
ing explanations on users in the do
main of anesthesia has been tested 
using the INSITE system. They com
pare subjects who had access to a 
belief network with explanations of 
the inference results to control sub
jects using the system without expla
nations. 

The result of this study indicate that 
the addition of explanations to the 
system improved subjects' diagnostic 
accuracy. More precisely, the subjects 
who received explanations avoided 
adding incorrect diagnoses to their dif-

ferential diagnosis more often than II 
subjects who received no explanati. 
Howeyer, explanations did not sub
stantial! y affect whether the users rate~~ 
the computer advice as "helpful" ver
sus "useless". The authors recogni1,1 
that, due to pragmatic constraints on 
the study, they did not have an oppor. 
tunity to fully determine the areas in 
which explanations of a belief-net 
work advice can have clinical utili~. 
The paper is interesting but the com
plex question of the added value and 
the necessity of explanations in a deci>
sion-support system in practice is still 
open. Among 'the questions that re
main: Does the explanation allow the 
user to eliminate the incorrect advice~ 
Does the impact of explanations on 
diagnostic accuracy depend on the 
clinical domain? In a real clinical en
vironment, would clinicians want to 
use the explanation facility? 

The two last papers of this section 
report on neural network application~ 
These techniques have recently gained 
much attention for diagnostic tasks in 
medical imaging. The articles present 
applications in this field. 

The first paper is by Tourassi and 
Floyd: Artificial neural network for 
single photon emission compute,!f 
tomography. A study of cold lesion 
detection and localization (7]. The 
diagnostic task of the study includes 
uncertainty about the number of le
sions present, their locations, sizes and 
the.image noise level. The neural net
work, developed for lesion detection 
task inSPECT images, had three fully 
interconnected layers (an input layer 
with 256 nodes, a hidden layer with 
eight nodes - the number was deter
mined experimentally - and an output 
layer with a single "decision" node). 
The trained network was evaluated on 
two classes of new images: those con
taining lesion sizes and noise levels 
which were included in the training set 
and those containing noise levels and 
which reconstructed with filters no 
included in the training set. Thediag· 
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ostic performance of the system was 
:valuated at two noise levels using the 

e-response operating characteristic 
OC) analysis. The results showed 

·gh sensitivity and a low false-posi-
·ve rate per image for all test situa

·ons. 
Wu, Giger et al. reported in a study 

ntitled Artificial neural networks in 
mmography: application to deci

ion making in the diagnosis of breast 
ancer [8], the potential utility of neu

ral networks as a decision-making aid 
to radiologists in the analysis of 
mammographic data. 

The three-layer network used was 
trained to distinguish between benign 
and malignant lesions with 43 image 
features extracted from mammograms 
by experienced radiologists. Perfor
mance of the neural networks in clas
sifying lesions was evaluated with 
ROC analysis. The results presented 
indicate that the patterns learned, with 
a jack-knife method on subsets of 132 
cases from a training database of 133 
cases, served as a good basis for clas
.sifying the remaining case. The effects 
of observer variation in feature ratings 
and reduction of the number of input 
features have been investigated. The 
study compared the performance of 
junior and senior marnmographers with 
that of the neural network. Both were 
evaluated in classifying lesions as be
nign or malignant, usingthe same clini
cal cases. The performance of the neu
ral network was higher than the aver
age performance of the attending radi-
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ologists and residents, and the system 
seems to be able to recommend an 
appropriate action (biopsy or follow
up). 

A last comment refers to the meth
odological problems of evaluation. 
Many alternative methods have been 
proposed for verification, validation 
and user acceptance testing. Each of 
these methods has its advantages and 
disadvantages. Various practical con
siderations enter into decisions con
cerning which evaluation method 
should be employed. The latter papers 
on the applications in radiology illus
trate the difficulty in designing a pro
tocol evaluation following the devel
opment stages of the system, and in 
conducting unbiased assessment stud
ies. The independence betwe~n devel
opers of the system and evaluators is 
necessary, as well as a large enough 
unbiased sample of clinical cases and 
the clear definition of the Gold Stan
dard. But the impact of the system on 
users and health care is, unfortunately, 
poorly or not at all addressed in most 
of the evaluation studies. 

In conclusion, the papers presented 
reflect the problematic nature of deci
sion-support systems today and make 
significant contributions to further 
developments in clinical support im
provement. 
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