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Introduction 

This synopsis covers papers under 
the heading of "knowledge process
ing"; a term that covers the acquisition 
of knowledge and its validation, 
through representation of such diffi
cult aspects as time, to the use of the 
knowledge in a reasoning system. The 
five papers in this section deal mainly 
with technical aspects of processing 
the particular type of data that we call 
f!knowledge" and this is reflected by 
their original appearance in medical 
informatics (i.e., technical) journals 
rather than general medical journals. 
This is not . to say that the medical 
content is not very high. On the con
trary, the quality of the explanation in 
each of the papers of the medical do
mains used shows the degree of medi
cal understanding required by knowl
edge engineers. Each paper uses very 
. specific clinical examples with per
suasive arguments that the methods 
, used are general and re-usable. These 

· wledge-processing activities need 
to be shown to be re-usable not only by 
the same teams but by others. There
fore, knowledge engineers are increas
~gly required to formalise and explic
Itly document the methods used to 
process data and information into 
~*'tow ledge. 

fnowledge Acqui~ition 

Jnowledge acquisition has long 
been acknowledged as a bottleneck in 
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Knowledge Processing 

building knowledge-based systems, 
and approaches to automate the pro
cess are always interesting. Automatic 
acquisition of knowledge from pub
lished literature is dogged by the prob
lems of natural-language parsing, but 
given that libraries now classify scien
tific papers under subject headings, 
might not these classifications pro
duce processable information? This is 
the pragmatic approach chosen by 
Cimino and Barnett [1]. They em
ployed pattern matching to acquire 
"knowledge" from the MeSH (Medi
cal Subject Headings) of the National 
Library of Medicine's MEDLINE 
database. 

The paper describes the whole pro
cess of identifying key terms and then 
producing plausible relationships that 
are later validated by checking against 
the title and abstract of the spawning 
citation before final verification by 
"expert" clinicians. It is not clear how 
useful the knowledge thus gained will 
be, but several examples taken from 
the domain of cardiology demonstrate 
the potential for building a sizeable 
semantic network very quickly. 

The authors state four types of gen
eral "rules" that can be defmed be
tween subject headings in the MeSH 
terms. The simple relationship "X 
causes Y'' is the most common and 
useful, whilst more tenuous links such 
as "C is related to D" might also be 
useful if a reasoning system could deal 
wit~ vague relationships. Indeed, the 
paper cries out for a theoretical rea
soning system that can utilise the 

knowledge to produce a useful end
product, or else the user is likely to be 
drowned beneath an avalanche of 
"links" with no selectivity. 

One important advantage of this 
kind of knowledge acquisition is that 
all the "facts" have an identified pub
lished source. The authors deal nicely 
with the problems oflater discrediting 
of information, and imply that it might 
be prudent to allow a reasonable "cool
ing off' period before inc~uding facts 
from MEDLINE in a knowledge base 
for real clinical use. There is large 
support for building accredited 
knowledge bases. The information may 
then possess higher or lower credence 
depending on the rigor of its methods 
and the reproduction of the results. So 
far, there is no automatic method of 
checking these criteria, although 
Cimino and Barnett suggest giving 
weights to facts based on how often 
the association occurs in the literature. 

The research deserves to be ex
tended to wider domains and perhaps 
other sources of information from in
dividual institutional databases. I 
would also like to see some research 
into reasoning methods for utilising 
the knowledge effectively. 

Knowledge Validation 

How accurate should a diagnostic 
decision-support system be before it 
can become acceptable in everyday 
clinical practice? This interesting ques-
tion is answered in the paper by Todd 
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and Stamper [2] who show that there 
are natural limits to diagnostic accu
racy (termed "diagnosability") using 
any diagnostic methods. The limit ap
pears to be around 75-80% for the 
domain of their study (abdominal pain 
of gynaecological origin). Abdominal 
pain has a central place in the history 
of computer- aided medical diagnosis 
thanks to the work of De Dombal [3] 
andAdamsetal. [4]. ToddandStamper 
concentrated on abdominal pain of 
possible gynaecological origin due to 
the special clinical challenge this pro
vides. Results in this highly specific 
application will require confirmation 
in other application areas and it is 
gratifying to note that the experimen
tal methods were designed to enhance 
reusability. 

Training a knowledge-based sys
tem with Bayesian analysis as the un
derlying reasoning paradigm provides 
a problem for all but the commonest of 
conditions. A training database of 
10,000 cases is necessary to approach 
the maximum diagnosability. The au
thors had only 500 cases in their data
base and describe various interesting 
methods for maximising their system's 
accuracy. These methods attempt to 
overcome the lack of validity in using 
the same cases for testing as for train
ing. They include various probability
correction and parameter-smoothing 
factors. Simulation methods provided 
"clinically reasonable" sets of test 
cases and led to high levels of diagnos
tic accuracy (>80%) in other simu
lated cases. When the system was tested 
on real cases, the diagnostic accuracy 
decreases again to about 60%. The 
authors suggest that this could be due 
to "missing" data in the real cases. The 
implication of this is that thorough 
examination and full clinical investiga
tion ought to achieve accurate diagno
sis almost every time. They then go on 
to look at interactions between signs 
and symptoms and show that this lim
its the theoretically achievable diag
nosability by about 5%. 
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The final conclusion gleaned from 
this work is that accurate (order of 
80% accuracy) computer-assisted di
agnosis using independence Bayesian 
analysis requires a large number of 
validated and complete training cases. 
As the authors themselves note, 
abdominal pain studies now have well 
over the number of cases needed for 
maximising diagnosability; how m~y 
other domains could benefit from simi
lar studies? The simulation model used 
in the research is described in detail in 
a more recent publication [5]. 

Knowledge Authoring 

Knowledge bases have tradition
ally been written by one (clinical) au
thor. Several methods have been sug
gested for achieving consensus among 
multiple authors but existing studies 
often show a high degree of variation 
of opinion between experts. However, 
Giuse et al. [ 6] show that in the domain 
of acute perinephric abscess there was 
considerable agreement among a group 
of internists on the pertinent findings 
and the relevance of the clinical litera
ture given them to review. 

The QMR knowledge base, devel
oped from INTERNIST, is a model of 
sound, controlled knowledge base 
authoring. The amount of effort that 
goes into producing the QMR disease 
profile brought about by this study is 
mind-boggling - over 100 published 
papers selected by a rigorous method 
were intensively reviewed by seven 
experts who produced their own indi- . 
vidual QMR disease reviews. These 
were later analysed to produce a final 
profile containing over 200 pertinent 
findings related (by value) to the pa
pers. 

The amount oflabour that went into 
the production of the final knowledge 
base for such a specific domain (by my 
reckoning about 4-6 man-months} 
points to the need for sharing ofknowl
edge and reuse of knowledge bases by 

different systems in order to save tirn 
and costs. Another paper in this se e 
tion [7] is about the conversion ; 
knowledge between representati'll 
schemes, but we also need to consi<Iet 
other fundamental problems about 
knowledge re-use. Questions not ad
dressed in this paper include: 'How 
does knowledge cross national 
boundaries?', 'How does "consensudl 
knowledge change over time?', 'How 
do we deal with areas of real disagreew 
ment?' and, lastly, 'Where do we get 
the time to build knowledge bases in 
this way?'. 

Knowledge Representation 
and Reasoning 

Conversion of knowledge contained 
in one representation into another 
representation is often more difficult 
than it should be. Korver and Lucas 
discuss the conversion of the HEPAR 
rule base into a belief network [7]. 
They found that much of the know
ledge they required to build the belief 
network could not be extracted from 
the rule base of HEPAR and they had 
to do significant amounts of extra 
knowledge acquisition. 

It was interesting to note that the 
heuristically derived production rules 
of HEPAR could not be easily con
verted into causal belief networks (even 
given that "causes" can mean "influ
ences" in this sense). One would think 
that causality underlies many diag
nostic rules but apparently not in the 
right sense. Korver and Lucas showed 
that a number of extra vertices were 
needed in the belief network to fully 
represent all the HEPAR knowledge 
as well as some extensions to belief 
networks to represent cyclic influences. 

The restricted expressive power of 
(acyclic) belief networks in represent, 
ing cyclic influences may hinder natu
ral representation of medical knowl1 
edge. Korver and Lucas describe hoW 
to extend belief networks to cope with 
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positive and negative feedback . 
and give an example of how to 

L 111res,ent one negative feedback pro-
in the renal regulatory mecha
by "cutting out" the loops. In 
to reduce the redundancy of in-

.., ......... --- and the inference time, it is 

.nt:.:,uav•~ to minimise the number of 
&erttcf~sin the fmalnetwork. Although 

in favour of applying "Ocham' s 
' to any unnecessarily complex 

11v1;~to••l1· it does appear dangerous to 
out intermediate steps in a causal 

nn.-.·~~··-· As the authors themselves 
out, this is done with reluctance. 

In the final section, the authors ac
the major long-standing 

• ., •. vv•-··· with probabilistic systems -
probabilities are not available or 

not valid for the target population. 
such systems to achieve accept

, probabilities computed from 
numbers of real cases are inevi
needed. This paper shows a high 

depth of understanding of the 
...... "''""' ..... field and also provides useful 

for anyone intending to 
rule-based systems and convert 
into belief networks. 

Practical, usable temporal reason
systems are important in the grow
use of protocols for treatment of 

--··~~ •. AIDS and many other health 
Planning and abstraction 

~Cl1epe:ndent on a robust and theoreti-
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events. The AI community has come 
up with many methods for converting 
time-stamped "raw" data into natural 
concept_s and intervals and contexts. 
Shahar and Musen [8] describe a tem
poral-abstraction system for patient 
monitoring called RESUME. The 
general architecture of the RESUME 
system exhibits a loosely coupled in
tegration to an external patient data
base and the authors acknowledge that 
the system relies on a rich and compre
hensive database of patient facts in 
order to utilise the system effectively. 

Problems with truth maintenance of 
temporal data (when data that were 
previously unavailable become avail
able for example) are covered within 
the CLIPS language used to build the 
system via the internal justification 
TMS system that creates temporal de
pendencies between data items and 
conclusions. 

I think we can safely say that we 
have solved many of the problems of · 
dealing with "clock" time (the 
RESUME system is evidence of that) 
although problems of computational 
complexity and data capture remain 
difficult to crack. The next problem 
for AI could be the problems of deal
ing with what we might call. "social" 
time. The urgency of a problem de
pends on the particular person with the 
problem and environmental factorS. 
The differences in people of different 
ages and with different social back
grounds can be quantified only with 
sensitivity and considerable qualifica
tion. Getting computers to deal with 
the problems of social time is a pos
sible new avenue for AI research, es
pecially in medical informatics where 
time has many different meanings. 
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