The section on knowledge processing and decision support systems contains four papers. One paper highlights methodological issues in developing and evaluating predictive clinical models. Although the emphasis is on artificial neural networks, most of the points apply to all types of predictive models. The remaining three papers in the section are about guidelines. Two evaluate guidelines that are integrated into the physicians’ workflow; they show increased physician compliance with the use of computer-based guidelines. The other describes a novel method for converting decision models into guidelines; this paper describes a pilot study that shows relatively high user subjective satisfaction with the generated guidelines. The remainder of this synopsis discusses each paper in turn.

### A clinical decision support system for prevention of venous thromboembolism

The first paper, which is by Durieux et al. [1], describes the evaluation of physician compliance with a guideline-based clinical decision-support system. The system recommends anticoagulant therapy for surgical patients as a prophylactic measure to prevent venous thromboembolism.

The clinical guideline for thrombembolism prophylaxis was developed locally. Clinicians complied with the guideline about 95% of the time in the intervention period, during which the decision-support system presented the guideline. When the system was removed, clinician practice reverted back to near a pre-intervention level of about 84%. On the whole, this pattern is consistent with the results of previously published studies of reminder systems. It further shows that even locally developed guidelines are not heeded automatically, but rather, require continual reminding to be highly effective.

The greatest effect of the decision-support system was for patients at moderate risk for venous thromboembolism. It is understandable that a decision-support system might have the most influence on decision making for those patients in the “gray area” (e.g., moderate risk patients). For those patients at low or at high risk, the best decision may be more obvious.

### On the misuses of artificial neural networks for prognostic and diagnostic classification in oncology

The second paper, which is by Schwarzer et al. [2], discusses problems with how artificial neural networks (ANN) are derived and evaluated. Although the paper focuses on ANN models, the caveats are applicable for most predictive modeling techniques. Indeed, it is not clear that more traditional statistical models (e.g., logistic regression models) are being derived and evaluated in a manner that is any better than for ANNs.

The paper describes how feedforward neural network models are a generalization of logistic regression models. As pointed out, a more expressive modeling methodology may in theory be able to generate better (i.e., more predictive) models, but any given application of the methodology may not actually result in a better model. Models that are highly expressive (and therefore highly “tunable”) are particularly subject to overfitting, which can inhibit predictive performance. Overfitting occurs when the model is tuned too closely to the training (derivation) data in ways that do not correspond well to the process that is generating the data. The paper illustrates the
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problem and describes how penalty terms can attenuate it. Although not mentioned, Bayesian approaches to learning neural networks intrinsically include such penalty terms [3]. These and other advanced approaches for deriving ANNs are described in papers at [4]. On the whole, current ANN researchers are aware of the problems that were reviewed by Schwarzer et al. and are avoiding those problems. As this paper indicates, however, recent application of those methods by clinical researchers is lagging behind.

Schwarzer et al. describe problems in evaluating ANNs. It is worth noting that the evaluation of most predictive models is subject to these same problems. For example, validating a model only on the dataset that was used to derive the model is usually a bad idea, regardless of the type of model being validated. The paper mentions the use of cross-validation methods as a way of efficiently using the data, while avoiding a biased evaluation. The computer-intensive nature of these methods is rarely a problem nowadays, and these methods are being used routinely in machine-learning research.

Beyond ANNs, other statistical and machine-learning methodologies continue to be explored. For example, in recent years, increasing attention has been focused on Support Vector Machines (SVM) and related methodologies [5, 6]. Hopefully the current paper by Schwarzer et al. [2] will lessen the chance that a similar paper will need to be written in ten years about the misuses of SVMs for prognostic and diagnostic classification.

Assessment of decision support for blood test ordering in primary care

The paper by van Wijk et al. [7] studies physician compliance with a computer-based guideline for blood-test ordering, which was integrated into the physicians’ workflow. The physician control group received an electronically displayed list of possible blood tests, which were organized to highlight 15 tests that cover most of the clinical situations in primary care.

Seventy four percent of the eligible practices participated in the study. Among the physicians receiving the guideline, 71% of their orders were generated by using the decision-support system.

Overall, there was 20% more reduction in test ordering for those physicians who used the decision model versus those in the control group. Interestingly, the reduction was due primarily to a decrease in the ordering of some specific tests. For example, there was a marked reduction in the number of tests for creatinine, but little reduction in the number of tests for sodium. Like the Durieux et al. [1] study discussed above, this investigation by van Wijk et al. indicates that the impact of a guideline on clinician behavior can be selective in interesting and at times non-obvious ways.

Discussion

The four papers in this section provide solid contributions in the area of knowledge processing and decision support systems. Several trends are suggested, which this author believes will continue for many years to come.

Traditionally, a clinical guideline or model has been developed from knowledge and data at one or a few study sites and then applied (perhaps with ad hoc modification) at many local clinical sites. Increasingly, these guidelines and models are likely to be automatically or semi-automatically tailored based on local knowledge and data. Taken to its logical conclusion, this trend leads to patient-specific computer-based guidelines and models.

A closely related issue is the use of experimental and observational data in the development of guidelines and models. Experimental studies, such as randomized controlled trials, often provide the most trustworthy methods we have for establishing causal relationships from clinical data. Such studies, while potentially highly informative, may not always be safe, ethical, logistically feasible, or
financially worthwhile. Observational data are passively observed. Such data are more readily available than experimental data and, indeed, most clinical databases are observational. As clinical data become more and more routinely recorded electronically, the opportunities for using such local observational data increase. Interestingly, recent analyses of the literature indicate that experimental and observational studies often yield similar predictions about the direction and magnitude of causal relationships in clinical medicine [9, 10]. These results suggest that both experimental and observational data have powerful roles to play in deriving clinical knowledge of cause and effect. Increasingly, it is likely that the data from (typically) non-local experimental studies will be tailored using data from local observational databases in order to develop clinical guidelines and models that are applied locally. Such approaches will leverage the power of both experimental and observational data [11].

Finding a bridge between the development of sophisticated diagnostic, predictive, and therapeutic models and the presentation of such models to clinical users is likely to remain an important issue. Although at the present time the targeted users are usually clinicians, increasingly there are likely to be other users (particularly patients) of the underlying computer-based clinical models. Each user will be able to provide their own input into the models and receive tailored output. As one example, direct computer-based assessment of patient symptoms, preferences and subjective outcomes is likely to grow significantly in the years ahead [12].

The evaluation of computer-based clinical guidelines and models will continue to be critically important. Such studies are usually expensive in terms of time and money. As our understanding of such evaluations develops, it seems likely we will see sophisticated computer-based tools that assist in designing, performing, and analyzing such experiments in a manner that is both efficient and sound.
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