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Summary
Objectives: To review the history of AI in Medicine in the
1980’s, placing the SPHINX system in the context of other
research in this field.
Methods: Summarize the main systems for AI in medicine devel-
oped in the 1970-1980 decade and their relationship to the de-
velopment of clinical decision-making and consultation systems
Results: The approaches taken by AI in medicine research groups
is compared and contrasted to those of others using statistical
and logical methods for representing clinical inferences, and the
different AI approaches are summarized, and related to the archi-
tecture and systems implementation of SPHINX
Conclusion: The SPHINX system combined a number of advanced
representational and inference choices from AI in designing a de-
cision-support system for clinical consultation in the 1980s. The
context within which the system was developed is outlined and
related to the historical evolution of AI in medicine during that
decade.
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« The essence of science lies not in
discovering new facts, but in

discovering new ways of
thinking about them »

on algorithmic and numerical process-
ing of information were among the most
"naturally" used. Procedural treatment
and the application of probability theory
to assist diagnostic and therapeutic
decision-making predominated. Many
teams developed tools based on prob-
abilities and Bayes’ theorem. The pio-
neers in this f ield included Ledley and
Lusted [1], Homer Warner [2], Gorry
and Barnett [3] in the United States and
Tim de Dombal [4] in Europe (UK).

These methods dominated the f irst
decade, but they were not the only av-
enues of research followed by research-
ers, as shown in table 1. After the nor-
mative decision analysis centered on
Bayes’ rule, Artif ical Intelligence (AI)
approaches in the years 1975-1985 moved
towards a symbolic approach to medical
knowledge representation and heuristic
methods for quantifying uncertainty.

It was in the context of the emerg-
ing development of AI that our team
in Marseilles contributed to research
into decision support and developed
tools for use in this domain. SPHINX
was one of the major projects on which
we worked.

We will review these developments
here, placing them in their historical
context. As in all scientific disciplines,
reviews of this type make it easier to
appreciate the evolution of ideas and
the ground covered. However, it is par-
ticularly important in an experimental
discipline like ours that is strongly af-
fected by the technological means avail-
able at a given moment for the devel-
opment and ref inement of paradigms.

    W.L. Bragg, History of Science,1951

1   Introduction
The use of computers for medical ap-
plications began in the 1960s. Re-
searchers have been attracted by the
possibility of using computers to as-
sist decision-making ever since access
to them became possible. The emerg-
ing medical informatics community
devoted considerable effort to the man-
agement of patient data and the aim of
this pioneering research was generally
to establish a good diagnosis based on
all the information available in the pa-
tient’s medical records. The technology
available at the time was amenable to this
approach. It should be borne in mind that
only batch processing was possible, and
the interactivity required to design a step-
by-step decision-making tool def ining
the best strategy was well beyond reach
during this early era. For this reason,
computer use was disconnected from
clinical activity in the strict sense of the
word, and the goal of this research was
to develop programs with performances
comparable to those of doctors with ex-
pertise in the relevant clinical domain.

The researchers developed tools and
techniques for modeling the clinical de-
cision-making process. Theories based
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2   The AI Approach in
Medicine: New Ways of
Representing Knowledge and
Providing Decision Support
The transformation of the f ield of AI
led to the emergence of expert systems.
The artif icial intelligence or knowledge
engineering approach was f irst devel-
oped in the mid 1970s and has since
been applied as a methodology for com-
puter-aided decision-making in medi-
cine and many other fields. AI systems
tackled the question of the use, and
coherent and valid management, of
large amounts of knowledge, including
heuristic knowledge.

This approach and its results were
highly credible. It launched entrepre-
neurial efforts and AI research projects
in domains other than medicine, to-
gether with major initiatives, such as
the Japanese Fifth-Generation plans,
which had repercussions worldwide.

The potential value of these tools for
use in clinical practice, based on their
performance, was not the only motiva-
tion driving researchers. They were also
interested in developing an analytical
approach to medical reasoning and the

analysis of non-probabilistic and less
formalized, more cognitively real reason-
ing processes. It is both interesting and
instructive to investigate other models,
in terms of the less formal aspects of
decision-making. Models were proposed
for the representation of expert opinion
and experts displayed a certain fascina-
tion with the analysis of their own infer-
ence rules. The abundance of publica-
tions during this era bears witness to the
dynamic nature of the research carried
out; it conveys the debates, arguments
and importance of fundamental questions
concerning reasoning in the presence of
uncertainty and non-probabilistic and
non-formalized reasoning using incom-
plete knowledge, the nature of the knowl-
edge used, including metaknowledge and
its representations.

Systems based on production rules
provided a fundamental decoupling be-
tween control and rule-writing, facilitat-
ing the management of knowledge and
its evolution (modifiability), theoretically
making it possible to check the validity
(consistency) of a knowledge base.

Two production rule-based systems
thus profoundly marked this era [6] and
our research:
• An approach focusing on the prob-

lem of cognitive psychology and

attempts at modeling in this domain.
This approach aimed to create pro-
grams implementing a theory of
human behavior (including errors
and omissions, for example) in the
performance of simple tasks.[7]

• Knowledge-based expert systems
(such as MYCIN, which was devel-
oped by EH Shortliffe [8] at
Stanford University), which fo-
cused on performance. These sys-
tems were developed for the design
and development of programs us-
ing production rules as a means of
representing knowledge that had
not previously been formalized, in
a given domain, for the comple-
tion of tasks in a competent man-
ner, making it possible to draw con-
clusions supported by various
degrees of certainty or belief.

3   Little-recognized
Contributions from this
Period of Expansion in
Artificial Intelligence
This was an incredibly dynamic time
for research in this field, but, curiously,
we tend to focus exclusively on the dis-
appointments following this period,
because the anticipated applications did
not make it into the real world of clini-
cal practice.

The detractors of these approaches
often say that decision support systems
cannot meet the challenge of medical
practice in all its real complexity of
daily routine application. It is true that
if we consider only the number of sys-
tems used in practice, the results have
been poor. There is a gap that has not
been bridged: applications for use in
everyday practice are lacking. However,
in a more complete review, we must
not forget the other contributions and
benefits arising from research into de-
cision support, which have been trans-
lated into medical practice in many
ways. This research helped to rational-
ize medical acts, enriched the search for

Table 1   Diagnostic methods adapted from Deutsch et al [5]

Medical knowledge

Clinical cases

Clinical cases

Neural net

P(D) , P(f/D), risks and utilities

Discriminant function

Belief measures

Production rules

Criteria table

Causal model of diseases

Inference engine

Classification tree

Pattern Recognition

Pattern Recognition

Bayes and decision theory

Discriminant analysis

Demster Shafer Theory

Rule-base dinference

Criteria–base reasoning

Model-based reasoning

Remarks

Follow instructions in an algorithm

Find a similar patient in the database

Rank-order hypotheses

Compute a posteriori probability of diseases
based on discriminant function

Compute degree of belief in single and
combined disorders

Infer diseases with certainty factors or possibility
measures

Match findings to disease descriptions

Pathophysiological pathways from etiologies to
findings
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optimal strategies in terms of the defi-
nition of well-identif ied and def ined
explicit criteria, and provided frame-
works for the analysis of decision-mak-
ing processes, the knowledge used, the
type of inference, justif ication of deci-
sions and the search for better quality
care at a lower cost (information and
communication technologies have been
identified as one of the means contrib-
uting to the improvements sought [9]
[10] ). Finally, this work has made it
possible to provide cognitive support
in clinical situations (introduction of
reminders and alerts, development of
guidelines and of tools for implement-
ing them etc.) and has encouraged re-
flections concerning the role of experts
(evidence-based medicine).

We need to remember certain other
advances from this period and this re-
search that are even more specific to the
AI approach. Here are a few examples:
• It was demonstrated that symbolic

logic inference rules were a power-
ful alternative to the previously pre-
vailing model, which was based
exclusively on numerical (mostly
probabilistic) methods.

• The simplicity of the syntax of pro-
duction rules and the explicit rela-
tionships that they can establish be-
tween observations and medical
concepts led to the analysis and then
to the identification and use of se-
mantics in the relationships based on
these rules. This made it possible to
distinguish and to use, in programs,
associative relationships reflecting
statistical correlations, causal relation-
ships and taxonomic relationships (A
is_a B). This has greatly enriched
models and the reasoning capacity of
systems and has paved the way for
an approach based on the representa-
tion of explicit, rich knowledge, used,
as it is today, in the construction and
utilization of ontologies.

• Classically, information processing
was only relevant if all the infor-
mation relating to a problem had
been collected, in an exhaustive
manner, and all the conf igurations
of data processing for this infor-

mation had been identif ied. It rap-
idly became clear that only "sim-
ple" problems could be resolved by
algorithmic processing. Problems
based on knowledge are not of this
type and it was in this context that
AI was born and combined with
classical algorithmic pathways for
the exploration of other possibili-
ties and to overcome the limitations
of algorithm-based methods.

• AI has been proposed as an alterna-
tive to information science. Accord-
ing to Ganascia, it represents a break
with a tradition inherited from in-
formation theory, it assigns an op-
erating function to knowledge that is
independent of its information con-
tent [11]. It has explored avenues
outside the realm of classical algo-
rithms and the standard representa-
tion of data. Semantic representations
of data form the basis of what AI re-
fers to as „knowledge representation“,
with the General Problem Solver
(GPS) of Newell and Simon (1969)
[12] being the first program to sepa-
rate general resolution methods and
specif ic knowledge.

• "Modularity" is another key char-
acteristic of this approach. It is used
for both knowledge representation and
control, in metaknowledge for the use
of this knowledge. The modularity
of a program translates into the
degree of separation of its func-
tional units into potentially sepa-
rable units. This is a fundamental is-
sue in knowledge organization.
Programs written in procedural lan-
guages essentially rely on procedures
to ensure control between different
sections of code. In 1975, Winograd
[13] highlighted the value of produc-
tion rules in his discussion of modu-
larity in programming: "We can view
production systems as a program-
ming language in which all interac-
tion is forced through a very narrow
channel… and the formalism is in-
teresting to the degree that complex
processes can be described without
resort to such kludgery, maintain-
ing the clear modularity between the

pieces of knowledge and the global
process which uses them".

• All representations require for-
malization. Much AI research has fo-
cused on determining the most ap-
propriate knowledge representations
for achieving high performance from
knowledge-based systems. The rep-
resentation of concepts and complex
objects has led to the development
of models, such as Minsky’s frames
[14] (this mode of representation was
used by Pauker and Szolovits [15] in
the Present Illness Program (PIP) sys-
tem). This research has triggered a
general evolution of programming
languages towards logical represen-
tations (Prolog) and then towards
object-oriented languages, which are
more suitable for the solution of this
type of problem.

• From problem-solving to cognitive
tasks: In the 1980s, some psycholo-
gists, computer engineers and re-
searchers focused on solving a group
of problems collectively referred to
as man/machine interactions, which
now form part of the f ield of ergo-
nomics and cognitive ergonomics1.
User behavior was analyzed in terms
of cognitive science, leading to the
development of the concept of a
"user model".

4   The Major Projects
Contemporary to SPHINX,
Developments in the USA
and Europe
We have already cited the work of EH
Shortliffe and the Stanford group on
the MYCIN project in the USA. This
project gave rise to a family of systems,

1 Obviously, research on the application of infor-
matics tools in medicine in the 1970s and early
1980s was based on very simple man/machine
interfaces, with screens in character mode, an
absence of graphical interfaces, with no mice, touch-
sensitive screens, portable computers and nomade
devices and with other limitations
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including the VM system developed by
L. Fagan [16] (1979) for monitoring
artif icial ventilation and the GUIDON
and NEOMYCIN systems developed by
W. Clancey for evaluating the educa-
tional potential of MYCIN [17].

On the East Coast, the group of P.
Szolovits at MIT was developing the
PIP system and the ABEL system [18],
which makes use of a hierarchical rep-
resentation of causal links for reason-
ing in the clinical domain of hydro-elec-
trical disorders.

At Rutgers University (New Jersey),
the team of C. Kulikowski [19] and S.
Weiss developed, through CASNET,
the use of a semantic network of cau-
sality for the diagnosis and treatment
of glaucoma, and subsequently other
diseases.

Other teams, of course, also worked
on analogous projects, and although we
cannot cite them all, we should men-
tion the work of H. Pople [20], J. Myers
and RA. Miller on the INTERNIST (in
its early days known as DIALOG)
project at the University of Pittsburg,
Pennsylvania and that of PL. Miller
[21] on the ATTENDING project at
Yale University.

In Europe, interest in the new possi-
bilities opened up by AI research in
medicine was every bit as strong as in
the US. We will mention some of the
pioneers here, although the list is far
from exhaustive.

In UK, Peter Hammond, at Impe-
rial College London, developed the
APEX Shell, and Alan Rector [22], at
Manchester University, focused on pri-
mary care problems. Other groups,
l ike that of P. Skonsen at  St.  Tho-
mas Hospital ,  London, studied ap-
plications relating to diabetes treat-
ment, and the group of E. Carson and
D. Cramp [23] at the Royal Free Hos-
pital University in London, worked
on physiological modeling for prob-
lems in intensive care units.  The
group directed by John Fox [24] at
the Imperical Cancer Research Foun-
dation in London also made important
contributions, working on several
projects related to protein structure

analyses, leukemia and the Oxford Sys-
tem of Medicine (OSM) project.

In Sweden, the group at Linkoping
University run by O. Wigerz and T.
Timpka [25] worked on primary
healthcare and the conditions in which
expert systems could be applied in this
domain (constraints on use, environmen-
tal constraints, additional knowledge).

In German-speaking countries, the
group of P. Reichertz from Hanover and
the CADIAG system developed by K.
Adlassnig [26] using fuzzy set theory
were also of particular importance.

In Italy, the highly active group of
G. Molino in Turin [27] developed an
expert system for the evaluation of liver
function. However, the most active
group in this domain was that directed
by Mario Stefanelli at the University
of Pavia, which launched this research
activity with the ANEMIA system [28]
developed using the EXPERT system
rule-based shell [29] produced by Weiss
and Kulikowski at Rutgers University.

In France, there were five main uni-
versity hospital groups working in the
f ield of AI. They were located in
Grenoble, Lille, Marseilles, Montpellier
and Paris. These f ive teams received
funding from the French Ministry of
Health and from the Centre Mondial
de l’Informatique (the World Comput-
ing Center) in 1984. The funding pro-
gram provided the f ive teams with the
same computing equipment, machines
from Digital Equipment Corporation
(Vax 11-780 machines, which replaced
the PDP-11 line) and funding for sys-
tems engineers.

The Parisian team, led by O. Gascuel,
developed the SAM system [30], which
used production rules to represent
knowledge and a model of reasoning
in the presence of uncertainty similar
to that of MYCIN, for applications in
the treatment of arterial hypertension
and the diagnosis of abdominal pain.

The team in Lille used, in a f irst
version, the inference motor developed
by O. Gascuel to develop applications
in the domains of diabetes treatment
and antibiotic use [31]. This project was
carried out in collaboration with the

team in Grenoble. The team from
Montpellier initiated an ONCOCIN-
like project in the domain of lung can-
cer treatment.

We will round off this rapid review
with the work of our Marseilles team
from 1978 to 1987. Medical decision
support was a key area of research for
our team, which worked on different
formalisms for knowledge representa-
tion, the use of logic-based models in
decision support and reasoning in the
presence of uncertainty. We ran many
projects in addition to SPHINX, which
we will present in more detail. These
projects concerned theoretical work on
reasoning in the presence of uncertainty,
particularly fuzzy subsets, under the di-
rection of E. Sanchez [32], and also con-
sidered clinical applications. Two of these
projects were of particular importance:
• The GENDIAG project, led by J.

Gouvernet [33], concerned an ap-
plication for the diagnosis of birth
defects. It was based on a hierar-
chical representation of knowledge
and implemented Schafer’s theory
for the weighting of hypotheses. It
included and could identify 400
genetic syndromes.

• The PROTIS system, developed by
G. Soula [34], dealt with diabetes
treatment through the implementa-
tion of decision rules and a model
of reasoning in the presence of un-
certainty based on fuzzy subset
theory.

5   The Birth of Artifical
Intelligence in Medicine
Europe (AIME) from
Pioneering Initiatives
Many contacts had been established with
numerous leaders in the field from the
United States. This explains the devel-
opment strategies in this area of research,
which were often based on tools from
across the Atlantic (as at Pavia) or were
at least strongly inspired by such tools.
These contacts led to the organization of
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scientific meetings and seminars, attended
by our American colleagues, together
with exchanges and collaborations. Thus,
C. Kulikowski participated at conferences
on reasoning in the presence of uncer-
tainty and fuzzy subsets organized by our
team at Marseille, and on AI in medi-
cine at Pavia in 1985. These contacts also
resulted in several collaborations, includ-
ing that between the Parisian team and P.
Szolovits, with P. Szolovits acting as an ex-
aminer for my PhD thesis in Marseilles. It
was also through these contacts that I was
invited to work as a visiting scientist in the
laboratory of P. Szolovits at MIT.

In September 1985, Mario Stefanelli
organized a first international conference
on AI in medicine at Pavia. Following
this conference, we organized a meet-
ing at Marseilles in June 1986, at which
the decision was taken to set up a Eu-
ropean Society for Artif icial Intelli-
gence in Medicine (AIME). It was
under the auspices of this scientific so-
ciety that we organized a f irst collo-
quium bearing the name "Artificial In-
telligence in Medicine – Europe
(AIME)" at Marseilles in August/Sep-
tember 1987. This meeting brought to-
gether 180 researchers and the pro-
ceedings, edited by J. Fox, M. Fieschi
and R. Engelbrecht, were published in
the Lecture Notes in Medical Infor-
matics series by Springer. JH. Van
Bemmel ran the inaugural conference
and L. Fagan was the keynote speaker
of this f irst European colloquium.
AIME has since organized a collo-
quium of this type every two years.

European Commission calls for pro-
posals have led to the establishment of
collaborations between many different
teams working in this domain. The
projects concerned have included
DIABETA and GAMES [35], both of
which involved our team.

6   The SPHINX Project
This project was based on my PhD
work. Masson (publisher, Paris) pub-
lished a version of this thesis [36], in-

cluding additional material, in 1984. In
1986 and 1987, they also published
translations in Italian and Spanish.
Chapman and Hall have published an
English version [37]. The project was
supported by grants from the CNRS and
the Agence de l’Informatique (ADI).
The aim was to develop a model and a
shell independent of applications, and
to provide development and knowl-
edge-base management tools suitable
for use by users without specialist com-
puting skills.

This project provided us with an
opportunity to investigate important
questions for the development of con-
sulting systems with "intelligent
behavior" likely to supply pertinent ad-
vice. We developed a knowledge rep-
resentation model to ensure the con-
sistency (common sense) and expertise
relevant to the medical approach (di-
agnostic or therapeutic). We also
worked on the notion of context. We
aimed to demonstrate the importance
of the description of a situation for the
development of an effective interface
with the user and implementation of
the relevant parts of the available in-
formation. This description of context
was a heuristic feature of our model
and was based on knowledge expressed
with uncertainty. Most of the systems
at the time made use of rules with ei-
ther forward or backward chaining.
We developed a tool with which it was
possible to work with either data-driven
or goal-directed strategies, depending
on the phase of a consultation and the
type of knowledge used in it.

The main aim of the SPHINX project
[38] was to provide clinicians with a
consultant system aid to diagnostic,
therapeutic or preventive decision-mak-
ing, with four basic objectives:
1 . The knowledge should lead the sys-

tem to give advice comparable to
that of an expert.

2 . Dialog with the machine should be
conducted in a language as clear and
as close as possible to natural language
to avoid the need for the user to learn
a particular language or code.

3 . The system should potentially be

able to explain its decisions by pro-
viding the elements on which its
reasoning is based.

4 . The system should be able to im-
prove its advice, to adapt to changes
in medical data and to increase its
applications through a data acquisi-
tion module that is simple to use for
the layman.

Two domains of application were se-
lected: the diagnosis of jaundice and
therapeutic decision support for non
insulin-dependent diabetes.

No appropriate language interpreter
or compiler was available at the start
of the project. We therefore used For-
tran IV for program development.

According to the prevailing para-
digm, consulting systems were designed
based on "expertise". In other words,
knowledge engineering was a prime
example of maieutics, in which the aim
was to get experts in the domain to make
knowledge rules explicit (evidence-
based medicine and good practice
guidelines had yet to emerge).

The construction of a consulting sys-
tem making use of expert knowledge
implicitly involved searching for a sys-
tem that displayed behavior most like
that of a human expert. Just as a doc-
tor listens to his patient to understand
the reasons for the patient’s visit, so
the system should be able to accept data
supplied spontaneously by the user and
to ask for more information, because
the data already in the system recalls a
particular diagnosis or a number of
possible diagnoses. With this approach,
it is important to direct the search for,
and use of, relevant data.

At the early stage of the consulta-
tion the system uses heuristic-oriented
knowledge, which we called the "evo-
cation power" of the recall-signs; that
is, it uses knowledge and approximate
reasoning which can be modelled on
the theory of fuzzy sets, many valued
logic [39] or credibility functions de
Shafer [40]. We have chosen to apply
Soula’s use of fuzzy logic [41] on the
extended Modus Ponens and extended
Modus Tollens to many valued logic.



158

IMIA Yearbook of Medical Informatics 2012

Fieschi

This process merely plays a heuristic
role which enables us to evoke some
possible diagnostic or therapeutic con-
structs. It will be necessary to explore
these pathways logically for a second
time through search for signs which
will enable the f inal diagnosis to be
established. This should be elaborated
by a request for relevant complemen-
tary tests. This reasoning sequence is
designed to search for diagnostic cer-
tainty supported by reliable knowl-
edge. Beside the evocation knowl-
edge, the system provides expert
knowledge expressed in the form of
production rules for the thérapeutic or
diagnostic decision.

6.1   General Architecture of the System
Figure 1 provides an overview of the
SPHINX architecture. The user com-
municates with the MEDIUM [42]
component,  ensuring coherent dia-
logue throught his own knowledge
and incorporating into i t  the basic
signs and patient test results. Through
the MONITOR, MEDIUM is con-
nected with the decision module EX-
PERT (figure 1), which carries out the
tasks on its agenda using knowledge
rules. It may be said that whereas
MEDIUM assures coherent dialogue,
EXPERT ensures the relevance of the
system discourse when in search of
clinical signs or requesting para-clini-
cal tests.

6.2   Knowledge Representation:
Entities of the Medical Discourse,
Context, Heuristics and Decision Rules
Elementary facts and concepts in cur-
rent practice such as symptoms, clini-
cal signs, examination results, syn-
dromes, diagnoses and therapies are
called entities in the system fully de-
scribed by a set of attributes. The enti-
ties are represented by frames which
are a restriction of the frames of
Minsky [14]. This limitation rests es-
sentially on the fact that an attribute

cannot itself be a frame. Each attribute
becomes a slot of the frame entity and
it may be necessary to f ill this slot in
order to refer to other entities.

The consultation begins by activa-
tion of the EVOCATION rules which
initiates an agenda of goals to weigh;
for each objective the system then uses
a goal-directed control structure. How-
ever, where a data-driven approach is
needed to use of a small number of in-
formation items provided at a given
time, such as results of paraclinical in-
vestigations, SPHINX proposes ways
of modifying the agenda.

6.3   Contexts
A heuristic process was therefore cre-
ated which limits the maximum
number of acceptable hypotheses and
ignores those patient’s signs which are
not relevant to them. Alternatively, it
identif ies a datum which is important
for the follow-up investigations. So
« coarse grain » knowledge was speci-
f ied in contrast to « f ine grain »
knowledge expressed in the rules. This

distinction allows the control structure
to use « coarse grain » knowledge to
determine the general context of the
patient; that is, the list of diagnostic
(or thérapeutic) hypotheses which
should be considered before looking
for more specif ic data to aff irm or
reject each one. The hypotheses are
developed by reference to a number
of ‚clinical frameworks‘ (f igure 2)
and the choice of context for a given
patient is  made by estimating the
most probable framework; this con-
stitutes the initial phase of the sys-
tem reasoning.

6.4   Knowledge Refering to the
Contexts
The choice of context is made at the
consultation during evocation phase
which is set in motion as soon as the
system has enough knowledge to con-
sider it relevant. For this, EXPERT uses
knowledge of the type:

A EVOKES C (weighting = e)  (1)
⎤A REJECTS C (weighting = r)  (2)

Fig. 1   General presentation of SPHINX. The components MEDIUM and EXPERT communicate through the MONITOR and together control the facts
base wich contains patient data and the conclusions of EXPERT.
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where A is the expression of a typical
entity with evoking power e for con-
text C, and (2) conveys context C in
the absence of A being rejected with a
weighting of r. Evocation and rejection
capacities are set empirically by the
expert with values between 0 and 1.

Therefore, to identify the context
or contexts closest to the clinical pic-
ture a fuzzy ‚pattern matching‘ mod-
ule was created which can be acti-
vated by the evocation rules and is
activated for a given patient by the
f irst rule triggered.

Init ially,  the system agenda re-
quires that the task of evocation be
carried out such that the system will
use the evocation rules in the order
in which they appear. The f irst rule
triggered allows evocation to pro-
ceed, which is completed with devel-
opment of the agenda where diag-
noses that the system will attempt to
substantiate are included. In the case
where the data base provided spon-
taneously by the consultant is inad-
equate, the rules lead to context def i-
nition asking for further information
such as the patient’s age, his state of
mind, or the need for emergency
(hospital) admission.

6.5   Production Rules
Diagnostic or Therapeutic Knowledge Rules
These rules enable diagnoses to be
worked out or therapies proposed. The
system considers them according to
their associated goal, so they are trig-
gered during backward chaining.

Examination Interpretation Rules
Some entities are amalgamated into
classes and should be read in the ag-
gregate; particularly in the case of
paraclinical examinations whose gen-
eral interpretation develops from el-
ementary descriptive entities. This
knowledge is expressed in the form of
antecedent production rules, that is,
triggered in forward chaining, which

takes into account all the components
which the examination reveal. The use
of such verbs as TO THINK OF, TO
LOOK FOR, TO IGNORE, provide a
system which is data-driven not only
in the initial phase of the consultation
but also when paraclinical results are
interpreted (f igure 3). They permit
update in the agenda contents.

The MYCIN project gave rise to a
number of developments in the domain
of expertise transfer, through the Gui-
don project of W. Clancey. Our team
also carried out research in this do-
main. An application of this type was
developed in 1984, as part of the PhD
project of Dominique Fieschi [43].
This work is just one example of the
many PhD theses or research disserta-
tions on the system environment, the
validation of knowledge bases, knowl-
edge transfer tools and more ergonomic
man/machine interfaces generated by the
SPHINX project at the start of the 1980s.

6.6   Evaluation and Test in Current
Practice
The initial objective was to place
SPHINX [44] among practitioners with
different levels of expertise (three gen-
eral practitioners and two experts); and
the second objective was the estimation
of the degree of expertise of the sys-
tem through a study about consensus
and disagreement between the system
and the evaluators.

The SPHINX system agrees most
frequently with at least one of the ex-
perts and with both experts together.
The results implied that SPHINX had

Fig. 2   Schematic concept of contexts. They enable the sumptomatology of the patient to be characterized and managed

Fig. 3   Example of a production rule in SPHINX

R: IF Haemoglobin low
Red cells increased
Microcytosis
Hypochromia

THEN: Pseudo microcytic polycythaemia (polyglobulism)
TO IGNORE: Addison Biermer anaemia
TO THINK OF: Haemoglobinopathy
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a high level of expertise, lying some-
where between that of the general prac-
titioners and that of the experts.

The use of the system was tested in
the target environment for six months,
by 38 general practitioners in the Pro-
vence region [45], using Minitel ter-
minals, which were then widespread in
French homes with telephones and in
the workplace. The aim of the study was
to determine the extent to which such a
system could provide support and be
both useful to, and used by, general
practitioners in their daily practice.
Studying principally the value of deci-
sion support in the doctor’s office, we
were confronted with a complex situa-
tion, with strong interactions between:
• The system itself, its user-friendly

nature, its possibilities and the
means of access to advice: available
through Minitel, connected to the
Vax of the Faculty of Medicine via
the telephone network;

• The sample of participating doc-
tors and their interest in comput-
ing (this was a very important is-
sue in 1984-86)

• The medical domain of application
and the extent to which it was of
interest to the general practitioners
participating in the study,

• The quality of the advice supplied.

In the application offered to doctors,
we added to the expert system itself a
number of additional documentary
functions of relevance to the manage-
ment of diabetes. The additional docu-
ments supplied involved various nutri-
tional menus providing different
numbers of calories and information
about foot hygiene for diabetics, for
example. We were intrigued by the suc-
cess of these additional documentary
functions, which did not relate to deci-
sion-making in the strict sense of the
term but were very much appreciated
and used by doctors in the f ield.

The participating doctors used the
system in daily practice, during con-
sultations at their surgeries and, in some
instances, during home visits to pa-
tients. This was possible due to the

widespread availability of Minitel in
France at the time.

7   The Benefits of Experience
and the Development of the
Team’s Projects
Was naivety in the analyses or an ab-
sence of lucidity entirely responsible for
exaggerating the promise of AI? Were
there not sometimes „political“ attitudes
at work, promoting AI to decision-mak-
ers and funding bodies, to obtain addi-
tional funding for the research?
Amongst laymen, and certain politi-
cians in particular, was there not a de-
sire to hope for more than was reason-
able and to dream2 ? Some people
seemed to think that it would be possi-
ble to construct gigantic knowledge
bases by translating phrases from medi-
cal treatises and that these systems
would rapidly become available to doc-
tors. Whatever the reality, the research-
ers in this domain seem to have been
unable to convince people that these
visions were not realistic. This situa-
tion arose from the confusion gener-
ated by the view that the performance
of these systems would make them ac-
ceptable to healthcare professionals.
This was clearly an error of judgment
but not something inherent to the AI
approach.

The research carried out during these
years did not lead to the rapid adoption
of these systems in everyday practice.
Such research was necessary to estab-
lish the performance of ambitious com-
puterized decision support systems but
was not suff icient to achieve the ob-
jective of the generalized use of such
systems in practice. The development

of consulting systems independent of
information systems and without inte-
gration into the process could never
hope to achieve such an objective, what-
ever the methodology used. We needed
to recognize the slow pace of progress
and to identify and understand the pre-
requisites and conditions for a more
rapid spread of decision support sys-
tems. Integration is a widely recognized
criterion of acceptability, but it may be
achieved in various ways. There is no
clear consensus concerning the best way
to achieve this integration into the flow
of healthcare practice to meet expecta-
tions concerning interactions with the
doctors, patients and healthcare profes-
sionals involved in this process.

We should remember that AI ap-
proaches and methods have made a rich
contribution. The questions concerning
decision mechanisms and knowledge
representations have been determinants
of progress in the design of computer-
ized systems for use by healthcare pro-
fessionals. The general methods defined
are still widely used. In a revised form,
they are currently used in projects in
which the knowledge used is no longer
based on expert opinion, but obtained
from good practice guidelines. The is-
sue is no longer to demonstrate that a
computer can perform as well as an
expert in consultation, but to provide
effective assistance to the doctor and
to evaluate the added value provided
by the computerized system. The de-
bate about whether machines might one
day replace humans has moved on. A
change in mentality has also contrib-
uted to the search for complementarity
between humans and machines and for
tools that are more appropriate and bet-
ter integrated into the management
process. The conversion of all docu-
ments into a digital format, generalized
modes of production in all sectors of
activity, possibilities for data treatment
and transmission, the appropriation of
treatment devices and access to infor-
mation, the development of the Internet
and changes in functions, particularly
those of a documentary nature, have
considerably modif ied the technologi-

2 I remember a meeting at Marseilles in 1984 attended
by French politicians in office, who expected and
demanded concrete results by 1986. I found it very
difficult to make them understand that this timetable
was not realistic. That was not what the politicians
wanted to hear.
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cal, educational, behavioral and socio-
logical context of the various actors.

These approaches to decision sup-
port have also been called into ques-
tion, in line with developments in other
domains:
• The development of structured clini-

cal protocols to guide practice. This
was carried out at Beth Israel Hos-
pital in Boston, in particular, begin-
ning in the early 1970s, for outpa-
tient practices [46].

• The development, at the end of the
1980s and the beginning of the
1990s, of formal methods for the
specification of good clinical prac-
tice guidelines [47], and to specify
and manage the workflow in a clini-
cal environment [48].

Many researchers thus began to study
the interaction with the doctor during
the care process, through intelligent
interfaces and appropriate computer
physician order entry (CPOE) systems.
A need to integrate decision support
tools, regardless of the methods used,
into broader information systems re-
sponding to the pratical routine of pro-
fessionals became evident. This need
appeared clearly in the pioneering stud-
ies of the team from LDS Hospital in
Salt Lake City, whose work with the
HELP system [49] rapidly opened up
this avenue of research. The team of C.
MacDonald [50] at Regenstrief Hospi-
tal, with reminders, also worked in this
area. Note that organizational dimen-
sions, the role of actors and the contri-
bution of social sciences, were well
outside the field of studies in the 1970s
and 1980s. Projects tended to be aca-
demic prototype studies implemented
outside the hospital information sys-
tem. Process analyses shed light on the
way in which knowledge and attitudes
are developed and shared, improving
our understanding of these aspects.

From the second half of the 1980s
onwards, our team focused on the ar-
chitecture of information systems and
the reconciliation of heterogeneous data,
which are often encountered in prac-
tice. Addressing these questions, which

are less theoretical than decision mod-
els, should facilitate the integration of
decision support applications into the
workflow of healthcare professionals.
This multiform support has been re-
vised and today takes diverse forms.
Practice support supplies reliable and
relevant data at the right moment and
access to relevant contextualized docu-
ments, and it facilitates communication
with the healthcare professionals in-
volved in patient management, the is-
suing of alerts, warnings or reminders
of good practice or expert advice. All
these functions must be performed by
software components integrated into
information systems guiding the man-
agement of care processes. This ap-
proach should greatly attenuate the ini-
tial errors of judgement concerning the
performance and acceptability of these
systems. Our research mostly addresses
questions relating to the structuring,
organization and presentation of infor-
mation to ensure the interoperability of
these information systems and docu-
ments, searches for information in het-
erogeneous databases, the integration of
good practice guidelines into medical
processes and the various information
subsystems, and the adaptation of
CPOEs. These areas of research have
become important, together with def i-
nition of the semantic references asso-
ciated with them. Publications from this
period demonstrate the increasing im-
portance accorded by medical infor-
matics researchers to these subjects and
corollary normative issues. In addition,
these architectures required the imple-
mentation of standards, one of the
strengths of which is the possibility for
sharing and reusing information and
knowledge. Substantial efforts have
been made for standardization in the
domain of decision support systems
since the definition of the Arden Syn-
tax [51] and standardized exchange for-
mats for guidelines towards the end of
the 1990s. These questions were out-
side the domain of our research on the
applications of AI in medicine a dec-
ade earlier. They have become more
important but, in attempting to resolve

them, researchers are increasingly hav-
ing to make way for IT engineers. In
addition, integration into hospital in-
formation systems involves negotiation
with hospital managers, who must be
convinced of the solid basis and impor-
tance of these information systems.
These debates are frequently focused
on billing and regulatory quality assur-
ance and administrative functions. Con-
sequently, researchers have to spend
considerable amounts of time becom-
ing negotiators and opinion leaders in
their healthcare structures if they are
to effectively incorporate decision sup-
port functionalities in routine clinical
use – whether or not these are inspired
by AI approaches.
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