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Introduction 

The goals of image and signal pro­
cessing fell into three main categories: 
-Visualization, 
-Recognition/Interpretation, and 
- Integration. 

The first stage is essential and 
strongly related to the development of 
measurement methods. The introduc­
tion of visualization techniques such as 
Computer Tomography (CT) and 
Magnetic Resonance Imaging (MRI) 
have made a major impact on the 
medical world. These methods suc­
ceeded in visualizing "unseen" objects. 
The first task of image and signal 
processing after such discoveries is to 
fmd ways to improve the signal-to­
noise ratio, improve the spatial resolu­
tion, speed up the analysis time, etc. 
Studies of this type are still in progress. 
Finding methods to derive as much 
information as efficiently as possible 
from a given source is the goal of 
research in this category. The second 
stage is to develop image and signal 
processing methods to retrieve the in­
formation necessary to assist tasks 
such as diagnostics and choice of ap­
propriate therapy. Automatic image 
segmentation or pattern recognition 
may fit in this category, as do most of 
the contributions reviewed in this syn­
opsis. This may imply that the levels of 
technology of the first stage has reached 
a high standard and that people are 
now more interested in how to inter­
pret or utilize visualized data by de vel-
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oping sophisticated image and signal 
processing methods. This trend may 
continue until another revolutionary 
visualization or signal measurement 
method appears. The development of 
measurement methods and signal pro­
cessing alternate. The third category is 
showing a promise. A vast knowledge 
database may be combined with the 
results of sophisticated image and sig­
nal processing for realizing powerful 
tools for monitoring, making diagnoses 
or performing therapy. I believe con­
tributions in such a category may domi­
nate before too long. This synopsis 
introduces six outstanding papers re­
cently published in reputable journals. 
Five papers are on image processing 
and one is on time series analysis. 

The first paper [1] deals with com­
puter tomography (CT) image pro­
cessing for efficient contour determi­
nation in order to derive useful pulmo­
nary CT parameters, such as mean 
lung density (MLD) and the emphy­
sema score (ESCR). The extensive 
evaluations made in this study con­
firms the reliability of the method. 

The second paper [2] introduces a 
method for three-dimensional segmen­
tation of bone structures from CT im­
ages. Gaussian smoothing followed by 
taking the second directional deriva-

. tives is successfully applied for identi­
fying a small sheath surrounding dif­
ferent bone structures, which is helpful 
in accurate segmentation. 

The third and fourth papers [3,4] 
deal with segmentation of brain im­
ages obtained by magnetic resonance 
imaging (MRI), positron emission to­
mography (PET) or single-photon 
emission tomography (SPET). Both 
studies utilize a model or atlas to fmd 
the region of interest. The third paper 
introduces the elastic transformation 
while the fourth paper proposes the 
construction of a probabilistic compos­
ite model of the target object in order to 
fit a priori morphological knowledge to 
the specific data. Introduction of mod­
els or a priori knowledge in image 
processing adopted in these studies 
may indicate the future direction Of 
study in this area. 

The fifth paper [ 5] proposes a new 
spectrophotometric method to estimate 
hemoglobin distribution over gas­
trointestinal mucosa for diagnosis and 
treatment of diseases such as ulcers or 
gastritis. An elegant estimation scheme 
utilizing the light absorbing character-

·. istics ofhemoglobin and known equa­
tions in optics are derived for the esti­
mation. The method is promising for 
routine clinical use. 

The fmal paper [ 6] compares four 
·signal processing methods of electro­
encephalogram (EEG) for assessing 
the depth of anesthesia. An unsuper­
vised clustering algorithm has been 
shown to be useful in deriving an index 
representing the depth of anesthesia. 
The study demonstrates that existing 
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features, if properly integrated, can 
yield a consistent index for a specific 
purpose even in the case where each 
individual feature is insufficient as a 
satisfactory index. 

CT Scans ofthe Lungs 

Zagers et aL [ 1] propose a semi­
automatic method of lung contour de­
tection for accurate deri~ation of pul­
monary CT parameters describing the 
disease state of emphysema. Although 
several methods are available for con­
tour detection in a general image pro­
cessing scheme, the authors have 
made an extensive validation of their 
method specifically for the CT lung 
image processing. Single slice CT im­
ages with 512 x 512 pixels, 12 bit 
density at and near the carina level 
were subjects for study. A total of78 
images were collected from emphy­
sema patients. The method first finds a 
pixel that belongs to a non-lung body 
region near the center of whole pixels. 
An edge pixel in each left and right lung 
is chosen as the starting point of the 
contour tracing process. By tracing 
border pixels between lung and body 
region, the contour is extracted. The 
least total cost method was applied to 
find the septum. The method also re­
moves the trachea or a bronchus auto­
matically, yielding the final result. Af­
ter the automatic contour extraction, 
manual correction of the contour can 
be made. In their study, 27.6% of the 
data needed manual correction, mainly 
for bronchi elimination from the lung. 
Extensive validation of the proposed 
method was conducted. The areas 
surrounded by semi-automatically and 
manually determined contours showed 
a good agreement, with a slight bias of 
less than 2.1%. The authors also evalu­
ated intra- and inter-observer variabil­
ity of the lung area determination using 
randomly selected image data. For 
intraobserver variability evaluation, the 
contours were manually and semi-au-
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tomatically determined twice by the 
same radiologist at several weeks in­
terval. The variations in the semi-auto­
matic method are caused by different 
manual corrections made by the indi­
viduaL The procedure continues until 
the radiologist is fully satisfied with the 
results of the contour determination. 
The intra-observer variability was 
shown to be much less in semi-auto­
matic contour determination (0.3% on 
average for MSE) than manual (3.2% ). 
Manual contour determination also 
showed significant bias for the same 
data, whereas no significant bias was 
observed with the semi-automatic 
method. For interobserver variability 
evaluation, the same image data were 
processed by another radiologist in the 
same manner as the first radiologist. 
The bias and MSE were evaluated. 
The results showed that the bias and 
MSE values were much higher in 
manual contour determination ( -1.2% 
vs. 0.2% for bias; 3.7% vs. 0.3% for 
MSE). We tend to take manual deter­
mination as the gold standard for evalu­
ating artificial systems. However, the 
results show that this is not the case, 
suggesting that the corrected contours 
started from automatically determined 
contours by the proposed method yield 
more consistent results than manually 
determined contours. Since parameters 
useful for the diagnosis of emphy­
sema, such as the emphysema score 
(ESCR), are accurately estimated 
once the lung contours are determined, 
the proposed semi-automatic contour 
extraction method may be an efficient 
and reliable tool for making final diag­
noses. 

Three-Dimensional 
Segmentation for CT Images 
of Bone Structures 

Van Cleynenbreugel et al. [2] de­
scribe a semi-automatic method for 
separating and identifying multiple 3D 
bone .structures from the spiral CT 

image. The method is important in 
identifying bone structure in regions 
where multiple bone structures meets 
e.g. acetabulum and femoral head. 
The goal of the proposed method is to 
disarticulate geometrically close but 
distinct bone structures with little 
manual interaction. Simple thresholdiJll 
of the original image tends to Ciiuse 
fusion of such structures due to the 
partial volume effect. The proposed! 
method is to be applied first to even!~ 
spaced image slices, then extended 
along the axis perpendicular to the 
slice plane. For each slice, bone struc­
ture candidates are selected by simple 
thresholding, where the threshold value 
is determined manually. Then the 
sheath, connecting part of distinct 
bones, is detected utilizing Gaussian 
smoothing followed by taking the sec­
ond directional derivatives. The de­
rivatives are sensitive to the pixel in­
tensity valley typically seen at the soft 
tissue separating bones. Knowing the 
bone boundary, two methods of 3D 
bone image reconstructiori, which they 
call2D connected component labelinQ 
(CCL) and adapted 3D CCL, are pro­
posed. In CCL, the 3D bone region is 
constructed as the union of 2D slice 
regions obtained by the region growin~ 
algorithm starting from the user-de· 
fined seed pixeL In 2D CCL, the seed 
pixel is selected at each slice manually 
while in the adaptive 3D CCD, the 
seed position information propagates 
to the next slice, reducing the number 
of human interactions. A final proce­
dure to remove isolated voxels yields 
the distinct 3D bone image. Validation 
was carried out on 10 spiral CT im­
ages. An average of 115 slices were 
processed for each image. The manual 
and semi-automatic disarticulation 
methods proposed in the paper are 
compared. In the manual method sev­
eral disarticulation lines had to be drawn 
on 313 slices, whereas much shorter 
lines had to be added to 64 slices in the 
semi-automatic method. Further, ren­
dered surfaces appeared to be mucb 
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smoother when the proposed method 
was applied compared to the manual 
method. Although some manual inter­
actions are still necessary, the method 
could drastically reduce the process­
ing time. With a high-end Unix work­
station (ffiM RS6000/370), the au­
thors need on average only 30 min. for 
processing 250 slices. 

Brain Atlas for Clinical PET/ 
SPETData 

The following two contributions in­
troduce a model or reference data 
base in processing image data. Rizzo 
et al. [3] propose a method which 
flexibly associates images obtained by 
positron emission tomography (PET) 
or single-photon emission tomography 
(SPET) with the region of interest 
(ROI). For adequate interpretation (e.g. 
measuring blood flow at a specific 
brain region) of the functional PET or 
SPET images, correct mapping of indi­
vidual data to a standard ROI atlas is 
inevitable. To achieve this goal the 
authors have introduced a method uti­
lizing both MRI and PET/SPET im­
ages. The proposed method first uses 
MRI brain images to achieve slice-by­
slice correspondence between a stan­
dard atlas by Damasios' and PET/ 
SPET data. Then to achieve the warp­
ing of the atlas to the MRI-PET/SPET 
image, MRI contours of cortical and 
ventricles are determined by a semi­
automatic one-pixel-wide edge detec­
tion algorithm. An elastic deformation 
method is next applied to match the 
MRI and atlas contours. The derived 
distortion rule is applied to the atlas to 
match the ROis to individual MRI­
PET/SPET data. The warping algo­
rithm proposed by the authors based 
on MRI contour matching with the 
atlas needs less human interaction com­
Pared to the conventional method uti­
lizing the neuroanatomical knowledge 
foridentifying anatomiCal landmarks. 
'l'wo examples demonstre the effec-
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tiveness of the proposed method. MRI 
and PET images were obtained from a 
patient (patient 1) in the early stage of 
Alzheimer's disease, and MRI and 
SPET images were obtained from a 
patient (patient 2) suffering from pri­
mary sclerosis. The number of slices 
and space resolutions for MRI, PET 
and SPET were 128 of 256 x 256; 14 
of 128 x ·128; 64 of 128 x 128 pixels, 
respectively. By the proposed elastic 
procedure, MRI contours are shown 
to be fitted with the atlas's' contours 
much better than linearly resized atlas 
contours. Expected abnormalities in 
both patients were clearly visualized in 
the correct geometrical ROI after the 
warping, i.e. hypometabolism in the 
parietal cortical regions and in the 
middle and superior aspects of the 
temporal lobe in patient 1, and 
hypoperfusion in particular parietal and 
frontal associative areas in patient 2. 
These illustrative examples show that 
the proposed method is promising for 
clinical use. 

Segmentation of MR Brain 
Images 

Arrata and colleagues introduce a 
three-dimensional composite model for 
accurate segmentation of brain struc­
ture. Although the authors propose a 
general methodology, the method is 
outlined here in terms of the specific 
example of segmenting the ventricles 
and salci. The proposed method first 
performs initial segmentation of a set 
ofMRI images on slice-by-slice bases 
for constructing a composite model of 
the ventricles. The proton density MRI 
images are subtracted from T2-
weighted MRI images to enhance the 
contrast between the cerebrospinal fluid 
(CSF) and gray matter. The region 
growing process is applied to each 
enhanced image for extracting the 
ventricle area with manual seed pixels . 
selection. Manual corrections by ex­
perts were made on the ventricle re-

gion for accurate extraction of the 
ventricle. Lesions observed in some 
images are removed for accurate con­
struction of ventricles model. Images 
are then registered by the principal 
axes registration method for normaliz­
ing brain volumes and matching orien­
tations and centroids. A composite 
model of ventricles is now constructed 
as spatial probability distribution of the 
subvolume, i.e. the relative frequency 
of each pixel included in the ventricles 
is assigned to the pixel. The model may 
be regarded as an atlas describing the 
brain ventricles region taking individual 
variation into account. Once the model 
is constructed, model based segmen­
tation yields accurate automatic seg­
mentation for new image data. The 
model is fitted to the new scan by 
scaling, rotation and translation. For 
each slice of the new data, seed pixels 
(the number of seed pixels depends on 
the number of connected regions) for 
extracting ventricles are determined 
by choosing the pixels for which corre­
sponding model pixels show the high­
est probabilities to be in ventricles. 
Then a weighted region growing pro­
cess determines the ventricle region of 
the slice. Sulci segmentations are per­
formed next after removing the ven­
tricles from the image. The K-means 
clustering technique is applied for seg­
menting sulci. Three brightest clusters 
are classified as sulci. Validation was 
made by comparing the subvolume 
obtained by the model-based segmen­
tation and manual segmentation in 10 
cases which are not included in the. 
model construction. A good agree­
ment (less than 3%) was achieved by 
the comparison. To see the usefulness 
of the proposed method in practice, the 
method was applied to MRI images 
taken from 8 normal and 10 chronic 
alcoholic subjects. Relative ventricu-
1<!-r and sulcus volumes with respect to 
the total brain volume were compared. 
Model-based segmentation was suc­
cessfully applied and the human expert 
did not need to make any correction to 
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automatically segmented data. This 
accuracy may come from a priori mor­
phological information given by the 
model. Without information of a priori 
spatial distribution, one would include 
many pixels with a similar gray level 
outside of the target region. The re­
sults showed that there was no signifi­
cant difference between normal and 
alcoholic subjects in the ventricular 
volume, but the sulcus volumes of al­
coholic patients were significantly 
larger than those of normal subjects 
implying the presence of cortical atro­
phy. The method may be effectively 
applied for such quantitative analysis 
of the brain pathology. 

Estimation of Hemoglobin in 
Gastroscopic Images 

Englmeier et al. [5] present a new 
method to estimate the spatial hemo­
globin distribution over the mucosa for 
assessing the blood flow condition, 
which is an important indicator for 
treating various diseases such as ·ul­
cers or gastritis. The method basically 
utilizes the fact that hemoglobin exclu­
sively absorbs green light and spectro­
photometric analysis enables the esti­
mation. Color image of mucosa is ob­
tained by CCD chips implemented in 
an endoscope. A single-layer neural 
network has been introduced for the 
initial segmentation. The neural net­
work receives red, green and blue 
color values of each pixel together 
with surrounding color information, i.e. 
histograms of red, green and blue color 
values on the surrounding 17 x 17 pixel 
regions. The neural network was 
trained by 10 images with the size of 
256 x 256 pixels to extract the region of 
interest for estimating the hemoglobin 
concentration excluding undesired im­
age segments such as camera satura­
tion, high light or too dark areas. Then, 
for the pixels thus chosen, spectropho­
tometric analysis is applied. First, the 
equation of estimating hemoglobin con-
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centration was derived by combining 
the Kubelka-Munkequation and Beers' 
law. The equation needs the light in­
tensity of reflected and radiated light, 
since hemoglobin strongly absorbs 
green light whereas all pigments in 
mucosa absorb red light weakly. The 
red and green light intensity could be 
approximately the measure of radiated 
light intensity and reflected light inten­
sity for the measurement of hemoglo­
bin concentration. The authors further 
introduced a transfo:t:mation as post 
processing of the data to ensure the 
luminance independence of estimated 
hemoglobin concentration. At the bright 
area, the red-green intensity plot pre­
sents nonlinear bending due to the 
camera saturation which causes bi­
ases in estimating the concentration. 
Rotation of the intensity distribution for 
such high intensity regions solves the 
problem. Then applying another rota­
tion of the whole resulting distribution 
yields the line intersection at the origin. 
This transformation is essential for 
deriving a consistent estimation inde­
pendent from the luminance. The 
method was applied to 13 endoscopic 
images where hemoglobin distribution 
is supposed to be uniform on expert 
visual inspection. The uniform mean 
concentration yalues were obtained by 
the proposed method regardless of the 
illumination. Although further valida­
tion may be necessary for the method 
to be recognized as a standard method, 
the method is attractive and enables 
measurement in daily clinical practice. 

Quantitative EEG for 
Assessing Anaesthetic Depth 

Thomsen et al. [6] compare four 
time series data processing methods of 
the electroencephalogram (EEG) for 
assessing the depth of anesthesia. The 
first and second methods are to moni­
tor single spectral parameters, i.e. the 
median and edge frequency. The third 
method, called cerebral function ana-

lyzingmonitor (CF AM1 ), is to monitor 
several amplitude and frequency do­
main parameters. Amplitude param­
eters are the mean, 1Oth and 90th 
centiles, maximum and minimum am­
plitude, percent time ofEEG suppres­
sion (<3 micro volts). Frequency do­
main parameters are frequency band 
energy of ~2(>20 Hz), . ~1(14.3-20 
Hz), a2(10-14.3 Hz), a1(7.7-10 Hz), 
82(5.3-7.7 Hz),81(3.5-5.3 Hz),o2(2.0-
3.5 Hz), 81(1-2 Hz) and very low 
frequency (<1Hz), fast/slow EEG fre­
quencyration(~1 +~2 +a2 +a1)/(82 
+ 81 + 02 + 01). These parameters are 
obtained for every two seconds. The 
fourth method called advanced depth 
of anesthesia monitor (ADAM), pro­
cesses both amplitude and frequency 
domain parameters yielding a single 
parameter representing the depth of 
anesthesia. An unsupervised repeti­
tive clustering algorithm was applied 
to form a set of reference patterns for 
each depth of anesthesia. Then, the 
algorithm estimates the class probabil­
ity for a given data segment. A single 
numerical value index representing the 
depth of anesthesia is assigned based 
on this class probability distribution in 
such a way that the value six repre­
sents very deep anesthesia and value 
one indicates a drowsy state. EEG 
suppression time was used for modi­
fying the index representing the depth 
of anesthesia. The above mentioned 
four methods were compared on the 
same 24 EEG data recorded from 24 
normotensive subjects. Although some 
parameters showed high correlation 
with the depth of anesthesia, e.g. fast/ 
slow EEG power ratio or median fre­
quency for anesthesia by Isoflurane, 
none of the time and frequency do­
main single parameters showed a good 
monotonic relation over the wide depth 
range of anesthesia. The index value of 
the depth of anesthesia obtained by the 
ADAM system showed good mono­
tonic relation with the depth of anesthe­
sia for both agents, Isoflurane arid Hal­
othane, tested in this study. Although the 
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tbors remark that inter-patient vari­
ilityis still large, development of a such 

ystem integrating multiple features for 
e complex decision may be a future 

trend in the field ofbiosignal processing. 

Conclusion 

Judging from the number of contri­
butions in journals addressing biomedi­
cal image and signal processing, image 
processing of CT, MRI, PET or SPET 
data seems to be a major concern of 
researchers and clinical practitioners. 
For automatic segmentation of a target 
region of a complex object such as the 
brain, the model-based approach as 
reviewed in this synopsis may be a 
promising direction of research. Ex­
tensive validations of the image pro­
cessing methods, independently pro­
posed and in different contexts at 
present, may lead us to a standard 
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image processing scheme in the near 
future. Integration of a priori knowl­
edge as well as a number of known 
parameters for designing sophisticated 
intelligent system may be a key notion 
not only for image processing but also 
in time series analysis, as indicated in 
the last article discussed here. 
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