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Abstract

Objective  The aim of this study is to study the impact of graphical representation of health record data on physician decision-making to inform the design of health information technology.

Materials and Methods  We conducted a within participants crossover design study using a simulated electronic health record (EHR) in which we presented cases with and without visualized data designed to highlight important clinical trends or relationships, followed by assessment of the impact on decision-making about next steps for patients with chronic diseases. We then asked whether trends were observed and about usability and satisfaction using validated usability questions and asked open-ended questions as well. Time to answer questions was also collected.

Results  Twenty-one primary care providers participated in the study, including five for testing only and sixteen for the full study. Questions about clinical assessment or next actions were answered correctly 55% of the time. Regarding objective trends in the data, participants described noticing the trends 85% of the time. Differences in noticing trends or difficulty level of questions were not statistically significant. Satisfaction with the tool was high and participants agreed strongly that it helped them make better decisions without adding to the time it took.

Discussion  The simulation allowed us to test the impact of a visualization on clinician practice in a realistic setting. Designers of EHRs should consider the ways information presentation can affect decision-making.

Conclusion  Testing visualization tools can be done in a clinically realistic context. Providers desire visualizations and believe that they help them make better and faster decisions.
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Background and Significance

The purpose of the medical record is more than just documenting what has happened. S.J. Reiser wrote in 1991 that the purpose of the clinical record is, “to recall observations, to inform others, to instruct students, to gain knowledge, to monitor performance, and to justify interventions.”

We are at a critical point in the transition of medical records from written to electronic, for reasons both technological as well as political; the American Recovery and Reinvestment Act and meaningful use legislation, among other factors, have contributed to a great increase in use of electronic records by physicians and hospitals in the United States. This increase in use, however, has not been accompanied by a commensurate effort directed toward the helpfulness of these electronic health records (EHRs) to clinicians in the care of their patients. Until recently, the EHR has been made of digitized text with limited visualizations, often presenting laboratory data only in table form. Some EHRs have visualization capabilities, differing in design, but the impact of these visualizations on clinical decision-making has not been tested.

Presentation of data affects decision-making in medicine according to prior work; one study before EHRs were prevalent showed that data display affected physician investigators’ decisions regarding hypothetical clinical trials although there was some controversy about those results; and another suggested that outliers were over-identified by physicians in tables versus charts. Research has looked at the best type of graph for different situations but not in a medical context and show that usability is generally first measured for new visualizations, with clinical impact looked at later. Another temporal view visualization was identified in the literature after our design was complete, addressing some of the same limitations in current views, but this mock-up was not tested on clinicians. Work on visualization of medical information has measured the impact of visualization of laboratory data on provider identification of trends, time to decision, and preference, and found that trends are more easily seen in graph form in many cases, but these studies were conducted without any clinical context, patient history, or EHR. Recent work in the medical software design has also shown the importance of involving providers and considering workflow as part of software design. However, most research thus far has only asked providers to interpret trends and outliers from small sets of medical data; it has not taken the next step to ask about resulting clinical decisions and did not simulate a medical context with a full medical record.

Studies of information visualization have historically had four areas of focus: design, usability, controlled experiments, and case studies in a realistic context. Case studies are the least common but very important for “demonstrating feasibility and in-context usefulness.”

We aimed to study the potential for data visualization to bring trends and relationships to the attention of clinicians in a realistic context.

Materials and Methods

This experimental study examined graphical representation of data otherwise represented as text and numbers in clinical decision-making. This study was conducted at the HealthCare Associates practice at Beth Israel Deaconess Medical Center, a 621-bed tertiary care center in Boston, MA, and a principal teaching hospital of Harvard Medical School. This research was reviewed and deemed exempt by the hospital’s institutional review board.

To test the impact of graphical representation on decision-making, we simulated physicians making decisions as they usually do, with a case history and supplemental information from laboratories and history and physiologic data in the EHR. We considered three parts of graph comprehension as described by many authors: extracting data, finding relationships, and moving beyond the data to decisions. Our design aimed to measure the ability of the graph to achieve all of these things. Using a within-subjects design, each participant saw two diabetes cases and then two congestive heart failure (CHF) cases. For each disease, one case had a visualization and one did not. The order of seeing visualizations was randomized within that framework, such that everyone saw two cases with visualization and two without, one each for each disease.

Thus, the experiment required the following steps: (1) building a visualization to represent, but in no way add to the data already presented; (2) creating a simulated EHR as similar as possible to the one the providers use in their daily work, so as to mimic the real setting, but with a narrowed focus highlighting the factors that contribute to the clinical decision; (3) designing realistic cases in which decision-making hinges upon perception of trends or relationships in clinical data to test the impact; and (4) testing the impact of the visualization, including measuring decision-making in an objective manner to assess impact and measuring usability and satisfaction. Each of these steps will be discussed below.

Visualization Development

After review of the key literature on the topic of design and presentation of scientific data, as well as the influential work of designers like Tufte and Few, a prototype was developed that was designed to emphasize the relationship between medications, laboratory results, and weight, and all key data points in our two chronic diseases. While an increasing number of existing EHRs allow graphing of single or even multiple measures like laboratories, the novelty of our approach was designing views that combined trends in laboratories with vital signs, hospitalizations, and medication dates and doses.

As illustrated in Fig 1A–C, numerical values were available via hovering, in line with the recommendation that “visualizations should emphasize trends and relationships among variables while also providing access to individual numerical values.” Medications were listed below the laboratory value and weight graphs on the same time scale so that medication starts and stops could be easily correlated with physiologic responses. Dose changes were represented both with text and color. Hovering on medications gave exact date information. All the original data on which the graphs
Fig. 1 (A) Face sheet with visualization. Face sheet for online medical record for patient with heart failure. Pink text indicates a link. Green button inside red circle added to EHR. Otherwise, this is similar to the current EHR in use. Patient name and data are fictitious. (B) Data tables: standard presentation of historical data. (C) Visualization for case 4: new display of same data. This visualization appears when green button clicked as well as on pages with historical data for these elements. It displays multiple indicators for heart failure patients on the same time scale: weight with medications and doses as well as hospitalizations. Beginning and ending numbers are printed; individual data points are indicated by small circles and the values can be seen by hovering over the circles. Exact dates for medications are also visible when hovering, EHR, electronic health record.
were based were still available to be viewed. Iterative design and feedback from clinicians resulted in the final model tested in this study.

The visualization was created using Google Chart Application Programming Interface (API) and integrated into the HTML-based EHR simulation.

Simulation

We created a simulated EHR that looked identical to the one of these providers use daily, preserving formatting and interface. However, the real EHR has numerous tabs and voluminous data. To focus the study, navigation was constrained so that participants could only explore the areas of interest: medications, relevant laboratory results, weight, and notes, depending on the case. The control cases displayed only our simulated EHR, with these relevant pages available as in their usual clinical practice. The intervention cases displayed a manipulated and enhanced version of the EHR, identical in all ways but with the addition of a visualization.

Case Design

We developed cases in which decision-making relied upon perception of trends in laboratory data that might not otherwise be noticed, or relationships between medications and those changes that again, might not be noticed in the standard EHR, in which medications appear on a different page than laboratory results and in which often, only the most recent result is visible. Such cases are common in medical practice.

We selected diabetes and congestive heart failure as the two main diagnoses for our cases. These are two very common chronic diseases in the primary care setting, and patients with these diagnoses are often complex patients with multiple laboratory measurements and many medications.

In close consultation with a diabetologist, a primary care doctor, and a hospitalist, we developed four cases of approximately equal complexity, regarding diabetes or heart failure.

Survey

To test the impact of the visualization, we constructed questions with the right and wrong answers based on objective criteria. The goal was questions that relied on seeing the trends and relationships that the visualization would theoretically make easier to see.

After the right/wrong questions were completed, at the end of each case, participants were also asked to indicate whether or not they noticed the designed trend or relationship. These questions unlike the first set were yes/no and not right/wrong; participants may honestly answer no. In cases where the objective questions were not answered correctly, these questions could serve as indicators of whether the trend was perceived and there was some other barrier to the decision-making or whether the trend was missed, thus measuring a step along the way from data processing to decision-making. For that reason, we thought it important to support our identification of the correctness of an answer with evidence that the reasons supporting the decision were correct as well.

In summary, we designed three sets of questions: multiple-choice questions with objectively right answers intended to assess the effectiveness of the graphical representation to generate a correct interpretation by the subject; a second set of questions were intended to elicit perceptions about trends; and a final set intended to assess acceptance and satisfaction. Lastly, we asked a series of standardized questions about usability of the tool.

The cases and the questions appear in Supplementary Appendix A (available in the online version).

Experimental Procedure

Participants were recruited from among primary care providers at a busy hospital-based primary care practice within our hospital. We aimed for diversity of participants by sex and years of experience as we reached out to providers, but no volunteers were turned away.

The EHR presented to the providers was almost identical to the one they use in their daily work (with some of the links not active so they would focus on the values of interest). The intervention cases only had a large green new button on the problem-based face sheet labeled “show my data” which brought up a visualization, and this graph also appeared on the relevant other pages (such as weight, creatinine, or medications) when selected. A browser-based timing tool measured the time taken to enter both the answer response and the written comments for each question on the testing laptop.

Questions on the associated survey included clinical decision-making, questions about whether respondents noticed trends, and demographic information about the participants. Every question was followed by a free-text area, and participants were asked to include their reason for their answer, particularly in cases where they felt there was no single right answer or they did not want to select any or only one of the choices (not infrequent). At the end of the survey, we asked for feedback about the visualization, whether it was helpful, and how it could be improved.

Results were parsed in Python, and the resulting answer and time data were imported into R and Stata for analysis. The data were stored and accessed on password-protected computers.

Results

Participants

The study was conducted on 16 individuals after a pilot round on five participants whose feedback was included only in the qualitative and usability analyses. All participants were primary care providers (15 doctors including attending physicians and internal medicine residents, and one nurse practitioner). English is the language of patient interaction at the clinic.

Subject characteristics are described in Table 1.

Three outcomes were examined: the impact of the visualization on correct decision-making as determined by the experts consulted in creating the cases and questions; the time taken to arrive at answers; and satisfaction with the tool as measured by the final part of the questionnaire. Each will be addressed below.
There was minimal missing data. When an answer was missing, scores were calculated using the average of the answered questions.

Frequency tables for answers by case versus presence of visualization are presented by case in Table 2.

Overall accuracy rates varied by question and by individual. Rates of accuracy increased through the study, with more answering question for case 4 correctly than questions for case 1. This may have to do with familiarity with the format of the tool. We anticipated this, and for this reason, we randomized subjects two open-ended questions:

The questionnaire also solicited difficulty level for each question. This was rated relatively constantly among the four cases (Table 2). In each case, the average difficulty level was rated higher by those participants who did not see a visualization compared with those who did, meaning the question was perceived as harder without the visualization, but this difference did not achieve statistical significance. Neither sex nor years of experience were significantly associated with either outcome (correct answer or noticing trends). Using generalized estimating equations to account for repeated measures within an individual, the model did not show significant differences between responses with visualization and those without either for the multiple-choice questions or for the questions regarding noticing trends.

### Time
The average survey time was 22 minutes (range: 14–42 minutes; SD: 7.5 minutes). The total time for each case was lower in three of four cases with visualizations than without, suggesting that the visualizations may have helped people make decisions faster, but these differences were not statistically significant and therefore are not reported in detail here.

### Satisfaction and Acceptance
Responses from the first five pilot participants were included in the subjective feedback analysis as the visualizations did not change between the pilot and the actual experiment, and the pilot feedback was also helpful, but due to slight corrections and changes after the pilot round, these initial data could not be included in the full analyses.

After going through the four cases, we used a 19-question usability survey based on the standardized Computer System Usability Questionnaire, with each study participant providing answers ranging from “strongly disagree” to “strongly agree” (a 7-point Likert scale). The questions covered satisfaction, ease of use, finding information, helpfulness of the system, interface, and completeness. The questions and responses are presented in Fig. 2 and Table 4.

The response to the usability questions was positive with a mean response of 6.0 overall to all the statements. We also asked providers two open-ended questions: “Please comment on the visualization and whether it helped you in any way” and “do you have suggestions as to how to improve this visualization?”

Providers overwhelmingly agreed that the visualization helped them make better clinical decisions, though we did not define what that meant (mean response = 5.75). They disagreed that the visualization made their decision-making

---

### Table 1 Study subjects

<table>
<thead>
<tr>
<th>Subjects (n = 16, not including pilot, not all questions answered by every individual)</th>
<th>n</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7</td>
<td>44%</td>
</tr>
<tr>
<td>Male</td>
<td>9</td>
<td>56%</td>
</tr>
<tr>
<td>First language</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>1</td>
<td>7%</td>
</tr>
<tr>
<td>English</td>
<td>14</td>
<td>93%</td>
</tr>
<tr>
<td>Specialty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine (15 MD, 1 nurse practitioner)</td>
<td>16</td>
<td>100%</td>
</tr>
<tr>
<td>Years in practice (since MD degree)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–5 years</td>
<td>7</td>
<td>47%</td>
</tr>
<tr>
<td>6–10 years</td>
<td>1</td>
<td>7%</td>
</tr>
<tr>
<td>11–15 years</td>
<td>1</td>
<td>7%</td>
</tr>
<tr>
<td>16–20 years</td>
<td>2</td>
<td>13%</td>
</tr>
<tr>
<td>21–25 years</td>
<td>3</td>
<td>20%</td>
</tr>
<tr>
<td>31–35 years</td>
<td>1</td>
<td>7%</td>
</tr>
<tr>
<td>Age: mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>39.4 years (11.8)</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: MD, doctor of medicine; SD, standard deviation.

### Table 2 Accuracy

<table>
<thead>
<tr>
<th>Correct answer</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Correct</td>
<td>49%</td>
<td>55%</td>
<td>52%</td>
<td>72%</td>
</tr>
<tr>
<td>Viz absent</td>
<td>52%</td>
<td>61%</td>
<td>25%</td>
<td>76%</td>
</tr>
<tr>
<td>Viz present</td>
<td>43%</td>
<td>53%</td>
<td>79%</td>
<td>67%</td>
</tr>
<tr>
<td>p value</td>
<td>0.32</td>
<td>0.52</td>
<td>0.03</td>
<td>0.54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noticed trends</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Noticed</td>
<td>81%</td>
<td>75%</td>
<td>93%</td>
<td>97%</td>
</tr>
<tr>
<td>Viz absent</td>
<td>75%</td>
<td>78%</td>
<td>94%</td>
<td>93%</td>
</tr>
<tr>
<td>Viz present</td>
<td>92%</td>
<td>73%</td>
<td>93%</td>
<td>100%</td>
</tr>
<tr>
<td>p value</td>
<td>0.52</td>
<td>0.68</td>
<td>1.00</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Note: Total correct calculated on all questions; when divided by visualization, percentages calculated over individuals.

Bold is higher rate of correct answer, but not statistically significant differences between groups except for % correct in case 3 (p = 0.03, uncorrected Mann–Whitney–Wilcoxon’s test).

normally distributed, we used the Mann–Whitney–Wilcoxon’s Test, a nonparametric tests, that allows for paired comparisons within individuals and comparisons between items.

In one case, case 3, the respondents answered the questions correctly a significantly higher percent of the time; in the other three cases, the differences were not significant (Table 2).

By question, the percent of respondents who noticed the trend was the same or higher with visualization than without for every question but two, with overall high rates of noticing trends with and without, but these between-group differences were not statistically significant.

The questionnaire also solicited difficulty level for each question. This was rated relatively constantly among the four cases (Table 2). In each case, the average difficulty level was rated higher by those participants who did not see a visualization compared with those who did, meaning the question was perceived as harder without the visualization, but this difference did not achieve statistical significance. Neither sex nor years of experience were significantly associated with either outcome (correct answer or noticing trends). Using generalized estimating equations to account for repeated measures within an individual, the model did not show significant differences between responses with visualization and those without either for the multiple-choice questions or for the questions regarding noticing trends.
take longer (mean response = 2.45); in other words, according to the opinion participants, the visualization helped them make their decisions faster and helped them make better decisions (►Figs. 3 and 4).

Providers said that they liked seeing the information in the graph form and that it was helpful. Comments ranged from the straightforward “love it” and “graphs are great” to the more nuanced “implementation of visual representation of data is essential to quick and efficient decision-making,” and “it is a balance between too much or too little info; having the labs on it as well would be good, but you cannot put them all there.” The best praise was that which suggested that providers wanted to see the tool integrated into their system—“nice system would like to see implement(ed)...”

Participants identified the fact that some cases are more amenable to visualization than others. One person wrote “I think this visualization is useful for any medication regimen with variable dosing over time or for a class of medications where things can change over time (ex: OPAT abx [outpatient antibiotic therapy] course).” Similarly, another wrote, “steroid tapers are the worst thing to try to visualize ever, so this is very helpful. Otherwise antibiotic courses have a similar problem that could be addressed with similar visualizations.”

Constructive criticism included the fact that most patients in real life take more medications than the patients in our cases did and another said the limited data available were not “clinically realistic.”

When asked to comment on the visualization and whether it helped in any way, two providers volunteered that it could have prevented an error.

The 19 responses given are provided in full in ►Supplementary Appendix B (available in the online version).

**Discussion**

This study aimed to examine the impact of visualization on decision-making, using both qualitative and quantitative measurements. Though we did not show statistically significant differences between groups in this small sample, qualitative results strongly indicated that providers liked the visualizations, found them helpful, and thought they saved them time. Other findings included the challenge of designing cases for this kind of study; some additional factors that impact provider decision-making such as what other tests had been done already or whether it was their patient versus a patient who went to another PCP who they were covering for; positive feedback from physicians on utility, usability, and satisfaction; and ways to improve the design for future studies.

The novelty of this experiment was studying the intervention inside a simulated clinical workflow.

**Visualization as Clinical Decision Support**

Clinical decision support has a broad definition and can include anything from using information about the current clinical context to retrieve online documents—to providing patient-specific, situation-specific alerts, reminders, or order sets—to organizing information in ways that facilitate decision-making and action. Our visualization could be considered part of decision-support in the third category: organizing already available information in a way that will better facilitate understanding relationships that are important for making decisions.

**Specific Cases**

The biggest impact was seen in case 3, where a new medication was started just as weight gain began. This case was perhaps the most successful as the visualization brought together information that is usually hard to see at once in the live EHR: medications with their start and end dates are found in

### Table 3 Question difficulty and correctness and noticed by question and by visualization

<table>
<thead>
<tr>
<th></th>
<th>Percent correct answer</th>
<th>Percent noticed trends</th>
<th>Mean difficulty rating (1–7)</th>
<th>Mean difficulty without Viz</th>
<th>Mean difficulty with viz present</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>49%</td>
<td>81%</td>
<td>3.38</td>
<td>3.60</td>
<td>3.00</td>
</tr>
<tr>
<td>Case 2</td>
<td>55%</td>
<td>75%</td>
<td>3.50</td>
<td>3.67</td>
<td>3.40</td>
</tr>
<tr>
<td>Case 3</td>
<td>52%</td>
<td>93%</td>
<td>4.07</td>
<td>4.63</td>
<td>3.43</td>
</tr>
<tr>
<td>Case 4</td>
<td>72%</td>
<td>97%</td>
<td>3.47</td>
<td>3.57</td>
<td>3.38</td>
</tr>
</tbody>
</table>

Note: Bold is easier or closer to 1, not statistically significantly different.
Table 4 Usability and satisfaction

<table>
<thead>
<tr>
<th>Question (based on standard CSUQ tool)</th>
<th>n (the rest skipped/do not apply)</th>
<th>Mean response (1 = strongly disagree and 7 = strongly agree)</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qual 1. Overall, I am satisfied with how easy it is to use this system</td>
<td>20</td>
<td>6.15</td>
<td>0.81</td>
</tr>
<tr>
<td>Qual 2. It was simple to use this system</td>
<td>20</td>
<td>6.15</td>
<td>1.04</td>
</tr>
<tr>
<td>Qual 3. I can effectively complete my work using this system</td>
<td>20</td>
<td>6.00</td>
<td>1.30</td>
</tr>
<tr>
<td>Qual 4. I am able to complete my work quickly using this system</td>
<td>20</td>
<td>6.15</td>
<td>1.18</td>
</tr>
<tr>
<td>Qual 5. I am able to efficiently complete my work using this system</td>
<td>20</td>
<td>6.15</td>
<td>0.99</td>
</tr>
<tr>
<td>Qual 6. I feel comfortable using this system</td>
<td>20</td>
<td>6.05</td>
<td>1.10</td>
</tr>
<tr>
<td>Qual 7. It was easy to learn to use this system</td>
<td>20</td>
<td>6.35</td>
<td>0.93</td>
</tr>
<tr>
<td>Qual 8. I believe I became productive quickly using this system</td>
<td>20</td>
<td>6.30</td>
<td>0.80</td>
</tr>
<tr>
<td>Qual 9. The system gives error messages that clearly tell me how to fix problems</td>
<td>4</td>
<td>4.75</td>
<td>2.63</td>
</tr>
<tr>
<td>Qual 10. Whenever I make a mistake using the system, I recover easily and quickly</td>
<td>6</td>
<td>5.33</td>
<td>2.25</td>
</tr>
<tr>
<td>Qual 11. The information (such as online help, on-screen messages, and other documentation) provided with this system is clear</td>
<td>8</td>
<td>5.13</td>
<td>1.96</td>
</tr>
<tr>
<td>Qual 12. It is easy to find the information I needed</td>
<td>19</td>
<td>6.00</td>
<td>1.29</td>
</tr>
<tr>
<td>Qual 13. The information provided for the system is easy to understand</td>
<td>19</td>
<td>6.32</td>
<td>0.82</td>
</tr>
<tr>
<td>Qual 14. The information is effective in helping me complete the tasks and scenarios</td>
<td>20</td>
<td>6.35</td>
<td>0.99</td>
</tr>
<tr>
<td>Qual 15. The organization of information on the system screens is clear</td>
<td>20</td>
<td>6.35</td>
<td>0.93</td>
</tr>
<tr>
<td>Qual 16. The interface of this system is pleasant</td>
<td>20</td>
<td>6.20</td>
<td>0.95</td>
</tr>
<tr>
<td>Qual 17. I like using the interface of this system</td>
<td>20</td>
<td>6.30</td>
<td>0.92</td>
</tr>
<tr>
<td>Qual 18. This system has all the functions and capabilities I expect it to have</td>
<td>19</td>
<td>5.00</td>
<td>1.29</td>
</tr>
<tr>
<td>Qual 19. Overall, I am satisfied with this system</td>
<td>20</td>
<td>6.15</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Abbreviation: CSUQ, computer system usability questionnaire.

Fig. 3 Perceived visualization impact on quality of decision-making.

Fig. 4 Perceived visualization impact on time to decision.
one tab, discontinued medications are in another, and weights are in another, each with dates and no graph. The relationship between weight and medication start was much easier to see on the graph and no additional tabs needed to be selected. The other cases showed similar situations, but in some cases all respondents got the answer correct, making the impact of the visualization difficult to assess, while in others the free text suggested the visualization helped them see a relationship, but they had other clinical factors at play. For example, in the pilot, one provider said she would not start a new medication on a patient she was cross-covering, even though she thought it was the right thing to do. We changed the case for the full experiment to refer to a transferred patient rather than another provider’s patient, but that highlights the challenge of designing cases where there is an absolute right answer clinically, biologically, and practically.

Positive and Constructive Feedback

Provider feedback was overwhelmingly positive. In the context of information overload and provider burnout, ways to improve provider satisfaction and ease their burden should be considered. The EHR is often considered a source of these issues; improving usability and design and reducing the work needed to find information can directly address some of these burning issues.

Providers gave many suggestions and ideas for future implementations, while demonstrating enthusiasm for the concept. A number suggested it would be helpful to have control over which variables would be displayed in the draft: “it would be even more powerful if the user could select which pieces of info were incorporated into the visualizations.” Many noted that real patients are on many more medications than those on our cases, but all medications were to be listed; the relationship between medications and results would be obscured. At the same time, selecting only those that we already know to have a relationship may overestimate the impact of this visualization compared with one dynamically generated in all cases. A future version of our tool could dynamically select what to display based on algorithms selecting the most important information.

Other helpful suggestions, such as use of color for normal/abnormal; the ability to zoom; and the inclusion of other important events in the patient history (like major diagnoses or change in status of a family member), will be considered for inclusion in future work.

Limitations

By studying participants making decisions in a more realistic clinical environment, the testing environment was more powerful and more realistic but also much noisier, with interruptions due to the clinical setting. And even though we attempted to mimic the real EHR, the simplified version meant there was less information overload and perhaps affected the ease of answering. Additionally, the small sample size was a limitation; we were not powered to show smaller changes.

Another challenge was case and question design. The goal was to create cases that had objectively correct next steps. However, any next steps that were too obvious would be expected to be answered correctly by all competent primary care providers. Despite pilot testing and consulting with experts, there seemed to be a ceiling effect making it hard to see the impact of the visualization, and a lower than expected correct response rate for the correct/incorrect questions.

Participants often responded that none of the answers were correct or that none matched what they would have done in a similar clinical situation. This variation is known in the literature\textsuperscript{33–35} and can be attributed to many things including experience, place of training, current context, and knowledge.\textsuperscript{36,37} The percentage correct therefore is an imperfect measure. More pilot testing of questions before the next round of this work, as well as using thinking aloud to examine providers’ cognitive processes could help with these limitations.\textsuperscript{38}

Furthermore, choosing the right answer did not correlate with acknowledging seeing a trend. This supports the importance of asking about trend detection separately from asking about the right answers, but suggests that the specific question design or else the multiple-choice format did not sufficiently distinguish those who perceived a trend or relationship and those who did not.

Conclusion

Designers of electronic health records should consider the ways information presentation could affect decision-making. As trends and relationships can be perceived more easily in graphical format, some laboratory values and related data may benefit from visual representation.

We were able to simulate the EHR for a practice and involve more than 20 providers in a study testing cases with and without visualization. Different visualizations could be tested using this method to identify the one that leads to the best clinical decisions. While this design was small and did not show quantitative findings perhaps due to the method of assessment, this approach should be considered in a larger and more integrated way (perhaps even leading to A/B in a live EHR) to measure the impact on speed and quality of information retrieval and processing.

This study highlighted the challenges in the clinical setting, where context and provider preference affect decision-making, and sometimes even experts disagree about the next best step. More participants and more questions will be needed to confidently identify the quantitative impact of visualizations. However, there was broad excitement about and interest in the potential of visualization to display relationships and trends for the medical data of medically complex patients. Some physicians attributed noticing trends to the visualization in their feedback. The best visualization for decision-making is still unknown, but we can continue to work toward the best representation of the data we have for both providers and patients.
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