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Abstract Background Individuals increasingly want to access, contribute to, and share their
personal health information to improve outcomes, such as through shared decision-
making (SDM) with their care teams. Health systems’ growing capacity to use person-
generated health data (PGHD) expands the opportunities for SDM. However, SDM not
only lacks organizational and information infrastructure support but also is actively
undermined, despite public interest in it.
Objectives This work sought to identify challenges to individual–clinician SDM and
policy changes needed to mitigate barriers to SDM.
Methods Two multi-stakeholder group of consumers, patients, caregivers; health
services researchers; and experts in health policy, informatics, social media, and user
experience used a consensus process based on Bardach’s policy analysis framework to
identify barriers to SDM and develop recommendations to reduce these barriers.
Results Technical, legal, organizational, cultural, and logistical obstacles make data
sharing difficult, thereby undermining use of PGHD and realization of SDM. Stronger
privacy, security, and ethical protections, including informed consent; promoting
better consumer access to their data; and easier donation of personal data for research
are the most crucial policy changes needed to facilitate an environment that supports
SDM.
Conclusion Data protection policy lags far behind the technical capacity for third
parties to share and reuse electronic information without appropriate permissions,
while individuals’ right to access their own health information is often restricted
unnecessarily, poorly understood, and poorly communicated. Sharing of personal
information in a private, secure environment in which data are shared only with
individuals’ knowledge and consent can be achieved through policy changes.
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Introduction

Shareddecision-making (SDM) isaprocessofengagement that
balances patient preferences and values with clinical evidence
in the service of better delivering person-centered health
care.1–3 Despite the growing importance of SDM strategies
and tools to patients and health care systems, structural and
cultural barriers related to datamanagement hinder proactive
use of such strategies and tools. Patients have long relied upon
clinicians to manage personal information generated during
clinical encounters, andwill continuetodosoevenas theygain
access to personal health information (PHI) through eHealth
tools such as patient portals and application programming
interfaces (APIs). The growing use of consumer-friendly devi-
ces (e.g., wearables) is making it possible for patients to
generate health-related data that both they and their care
teams can use to facilitate better health. However, technical
barriers, legislative and regulatory constraints, and market
forces currently prevent realization of the potential of person-
generated health data (PGHD). This paperdescribes conditions
in the United States (U.S.) that currently limit the use of PGHD
in SDM and recommends strategies to remove these barriers.

Definition of Terms

Person-Generated Health Data (PGHD) are health-re-
lated data created, recorded, gathered, or inferred by or
from patients or their designees to help address a health
concern.70

Shared Decision Making (SDM) is an approach where
clinicians and patients share the best available evidence
when faced with the task of making decisions, and where
patients are supported to consider options, to achieve
informed preferences.71

Approach to This Work

With funding from a Eugene Washington Patient-Centered
Outcomes Research Institute (PCORI) Engagement Award to
AcademyHealth, 50 diverse stakeholders with expertise in
consumer-generated health data were invited to help develop
aunifying framework for using PHI in SDMwith care teams. The
purpose of the framework was to develop a consumer-driven,
consensus-based research agenda to guide future studies that
would: (1) strengthen the evidence base on using consumer-
generated information in SDM; (2) identify policy barriers and
changes needed to facilitate SDM; and (3) describe the tools,
culture, and organizational changes needed to support and
encourage SDM (e.g., addressing time pressures). This approach
was based on Eugene Bardach’s widely-used policy analysis
framework, which describes a systematic, multidisciplinary
process for evidence-based, consensus-based decision-making
about complex multisector issues.4,5

Participants
Guided by a representative advisory group, twomulti-stake-
holder workshops were held in the spring of 2019 in Wash-
ington, DC, and at the University of California-Davis in
Sacramento, California. Stakeholders were invited by the
advisory group based on their expertise and experience
with consumer informatics and digital health; conducting,
funding, and participating in research on patient-centered
outcomes and SDM; health policy; and health communica-
tions. They included consumers, patients, caregivers, clini-
cians, policy experts, health services researchers,
epidemiologists, and experts in social media, graphic design,
and user experience and came from academia, non-profit
research and membership organizations, health care deliv-
ery systems, and public and private sector funders. Several
had previously participated in PCORI-funded studies or
convenings on consumer informatics and electronic health
data and were suggested through advisory group members,
the project team, and PCORI. They also reflected diversity in
racial, ethnic, and gender identities.

The advisory group (named in the Acknowledgments)was
co-chaired by a consumer and an informatics researcher; its
members included three consumer-caregivers, three health
systems researchers, and an experience design strategist. All
of the consumers and patients had lived experience with
managing health conditions and using electronic health data
through web portals, registries, and PGHD (e.g., wearables,
implants), and several were active in social media. The
advisory group members reflected diversity in
racial/ethnic and gender identities. Honorariawere provided
and travel expenses were paid for participating consumers
and advisory group members.

Method
The approach followed the steps described in Bardach’s policy
analysis framework: (1) Define the problem; (2) Assemble the
evidence; (3) Construct policy alternatives; (4) Select the
criteria for decision-making; (5) Project the outcomes; (6)
Confront trade-offs; (7) Make decisions/recommendations;
and (8) Share the results of the process. The 1.5 day workshop
structure included background pre-readings based on peer-
reviewed literature selected by the project team and advisory
group; facilitated, interactive group participation in large and
small groups to define the problem and set priorities for
discussion; and real-time development and sharing of written
outlines andvisualdesigns to illustratekeyconceptsduring the
workshop. A collaborative consensus approach was used in
which a variety of stakeholder perspectives were represented
and all perspectives were discussed and valued equally during
the deliberations.

Through facilitated discussions and interactive group
participation, all participants engaged in group priority-
setting by consensus and came to agreement about high-
level priorities for four key topics for recommendations: gaps
in the evidence base on SDM; the informatics tools used in
PGHD; policy facilitators and barriers to sharing PHI; and the
cultural changes that would be needed to support imple-
mentation of SDM on a larger scale.
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After the workshops, four volunteer cross-sector writing
teams were formed to write papers for submission to peer-
reviewed journals. Each paper was led by an advisory group
member and included at least one consumer/caregiver rep-
resentative along with interested research, policy, and tech-
nology experts for each of the four topics. The entire advisory
group continued to meet on a monthly basis for 5 months to
refine the conceptual framework; standardize definitions
across the papers; review illustrative graphic designs; and
discuss cross-cutting themes in the recommendations. The
four papers were submitted separately to peer-reviewed
journals in late fall 2019.

Background

Consumer interest in using technology to monitor and treat
health conditions is growing,6,7 along with interest in
connecting and sharing PHI with other individuals under-
going similar experiences.8–10 Most often, consumers prefer
to share their information in a secure environment in which
their information will be available to them and other
authorized users, such as their clinicians and caregivers,
when needed but protected from unauthorized use and
breaches.11

When important and relevant health information is not
readily available through clinical channels, or when infor-
mation is incomplete or inaccessible, consumers often turn
to social media platforms to learn more about a condition,
share information, find out about new clinical trials and
treatments, rate clinicians, and generate a myriad other
types of information that is not collected, studied, or other-
wise available through clinical sources.11–14Data fromonline
sources such as Facebook, Google, and Twitter are now used
for research on health habits, treatment preferences, and
recruitment into clinical studies, providing important sour-
ces of PGHD but raising questions about informed consent,
privacy, and other ethical issues.12,13,15

The importance of electronic health records and decision
support tools in improving patient safety and health carewas
one of the main drivers for the 2009 Health Information
Technology for Economic and Clinical Health (HITECH) leg-
islation, which provided financial incentives for clinicians,
hospitals, and health systems to adopt electronic health
records.16 At the time, it was hoped that building a stan-
dard-based, interoperable electronic information infrastruc-
ture would make it easier to share electronic information
among providers to coordinate care for patients as they
moved through the continuum of care.17

There are some prominent examples of health system
changes to promote electronic information exchange. More
than 200 health systems are nowparticipating inOpenNotes,
which allows 40 million patients to access their clinicians’
visit notes electronically through patient portals.18,19

Patients who access their clinical visit notes are more likely
to manage their medications appropriately, experience
greater trust in their providers, and feel more satisfied
with their quality of care.20–23 However, the majority of
health systems lack the capacity or inclination to share

clinical information with other health systems, out of tech-
nical, legal, or business concerns.24

Data Sources and Potential Sites of Delivery
The rapid emergence of smartphones and other new tech-
nologies, particularly consumer-facing technologies such as
wearable health/fitness trackers, has resulted in a rapidly
evolving landscape of both data sources and data types.25 The
majority of health data no longer reside in electronic health
records,26 andmany of these data can be used to infer health
or factors that influence health. Data that are generatedwith
intention by consumer devices, such as exercise and sleep
data, are well-known and familiar, but other less familiar
types of data include patient-reported outcome measures
used to record experiences with investigational therapies
and/or established treatments, signals from in-homemotion
detection systems that indicate when individuals are not
undertaking their usual activity levels, mobile health apps
that remind users to take their medication and record that
they have done so, Web search metrics that suggest the
spread of infectious disease, social media posts that reveal an
increase in mental health concerns in response to public
events, and others.27

Besides these recognized forms of data, the use of devices
leaves behind a trail—so-called “digital dust.” Invisible and
often unknown to users, these data trails can be analyzed by
third parties to show where users have been digitally and in
real life, and what they were doing during that time.28 Such
data can be used to indirectly measure device users’ health
habits, such as howoften they visit fast food restaurants, how
often they use a gym of which they are a member, and
whether they commute by car or bicycle. These types of data
can be aggregated, analyzed, and repackaged for sale, often
under the description of “social determinants of health.”

For example, one company has created a set of health
scores built on “hundreds of clinically-validated socioeco-
nomic attributes” compiled from more than 10,000 sources
of public and proprietary records.29 These scores can predict
health-related outcomes such as medication adherence and
hospital readmissions, and both the data and the risk scores
are marketed to payers and providers (e.g., physicians,
pharmacists),29–31 all without the consumers’ awareness
or informed consent. Other business models market risk
scores to employers interested in engaging employees in
health and wellness programs.32

PGHD originate from many sources and locations, and
take many forms, and there are few guidelines within health
care to address how they may or should be collected,
managed within archives, used, re-used for other purposes,
shared with other entities within and outside health care,
and transmitted to others.14,33 Many, if not most, patients
and consumers have little to no awareness of just how fluid
the data stream between data sources and data users may be.
Theymayhave even less understanding of whether (and if so,
how) they might manage the flow of the 10,000þ sources
that could have their personal data.34Because 61% ofworkers
with employer-based coverage are enrolled in health plans
that are completely or partially self-funded by their
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employers, employers benefit from ensuring that workers
understand whether and how employers and insurers could
use these data, including whether employees are responding
to financial incentives to participate in screening and well-
ness activities.35 However, employees who would prefer not
to share their sensitive PHI with their employers may not
have a way to opt out of this tracking, which can result in
higher health risk ratings, higher premiums, or even job loss
for no apparent reason.

Although informed consent processes are intended to
provide guidance for participating in clinical procedures or
research, in practice such documents are often highly tech-
nical, wordy, or difficult for patients to understand, and
patients may feel pressured, with little time or opportunity
to review such legal agreements and ask questions.28 Indi-
viduals commonly experience these challenges in consent
forms for clinical procedures and participation in research, as
well as when downloading health-related smartphone
apps.36–39 If patients agree to data sharing they do not fully
understand, by the time they realize that they prefer a more
restrictive approach it may be too late to “unshare” data
about them.33 Often patients must decide between the
potential for services that may be valuable and the risk
that data generated during those services will be used
contrary to their preferences and even safety.

Facebook activities offer multiple examples of potential
problems that can affect patients adversely. The social media
platform has:

• Shared with third parties PHI of members of several
closed support groups for people with genetic mutations
that predispose them to cancer, which members believed
to be private based on Facebook’s terms of use.40,41

• Collected data directly from health apps even if the user
does not have a Facebook account.42

• Approached hospitals about combining clinical patient
data with Facebook data, de-identifying data, and provid-
ing it for research purposes.43 Because 99.8% of Americans
could be re-identified in any dataset using 15 demograph-
ic attributes,44 it is unlikely that Facebook’s proposed
research data would truly be de-identified.

Although Facebook leadership has publicly called for
combining social media data with medical record informa-
tion to gain insights into social determinants of health
through an article in the Journal of the American Medical
Association,45 Facebook has neither pledged an intent to
protect PHI nor delineated a plan for how it can and—more
importantly—will do so. Facebook’s intent to merge social
media datawithmedical information covered by U.S. privacy
laws, with the support of medical professionals,46 increases
the possibility that information will be shared in ways the
individuals do not intend and have not agreed to, even if the
individuals wished to keep it confidential and/or are un-
aware that the information exists (e.g., insights gained via
analysis using artificial intelligence).

As these examples indicate, business practices that sup-
port popular data-generating tools may not handle PGHD as

individuals intend or expect, creating a need for more
transparency about the flow of data.

Risks of Unintended, Unexpected, and Unconsented
Data Sharing
Erosion of trust is among the most significant risks arising
from the lack of privacy and security protections for data
generated by individuals. If individuals do not believe that
the information they are populating into mobile apps and
devices and sharing within health social media groups is safe
and protected, or if they see this information being easily
bought and sold without their knowledge or consent, they
may not use those tools or may censor their use.47–50 This
maymean they forego the benefits of use for themselves and
also discourages ethical uses, such as sharing their data for
research of rare diseases.

If “digital dust,” often collected without an individual’s
knowledge (much less consent) while they are online, is
unexpectedly used to make decisions about them or about
subpopulations with which they identify, they may stop
using Internet or online tools to search for health information
for themselves or others, or to interact with otherswho share
their health needs and interests. Their mistrust is magnified
if they perceive these data to be readily available to everyone
—health care providers and their business associates as a
matter of course, as well as for commercial gain by third
parties—except the individuals themselves. In addition, they
may be categorized into subpopulations that do not accu-
rately describe them or to which they do not regard them-
selves as belonging. The downstream effects of these
misclassifications (e.g., received direct marketing obviously
intended for members of a different group) may further
erode their trust, understandably so.

Health systems and payors may lack trust in PGHD from
these tools if the data are perceived to be inaccurate or less
than complete (due to individual reluctance to fully utilize
them, understand them, or to disclose fully and honestly) or
unreliable (because data being collected are based on infer-
ences or due to doubts about the origins of, or security
protections, for this data).51,52 Inaccurate and/or incomplete
data can result in incorrect decisions by clinicians, leading to
poor health outcomes in patients, as well as skewed research
results, loss of reimbursement for care and/or research
funding, malpractice litigation, and other undesirable out-
comes for health systems, so health systems approach new
technologies with caution.

Systems and payorsmay be reluctant to trust the outcome
of algorithms whose inputs may be potentially biased as to
racial andgender identities; are not transparent; or that have
other potential negative outcomes that are difficult to pre-
dict or mitigate.53,54 Conversely, they may simply trust what
they believe the algorithmically analyzed data tell them and
make inaccurate diagnoses, thereby setting themselves up
for non-beneficial and/or dangerous or discriminatory data
use by third parties, such as targeting patients for ads for
products and services that may be unnecessary or even
harmful.

ACI Open Vol. 5 No. 2/2021 © 2021. The Author(s).

Shared Decision-Making through the Use of Person-Generated Health Data Petersen et al. e107



Every data breach has implications for public trust of
technology, health systems, and health research. As long as
policies on collecting, storing, using, and sharing data are not
transparent and consequences for misinformation and vio-
lations are not disclosed or enforced, knowledgeable con-
sumers may be reluctant to agree to share or donate data
about them.

►Fig. 1 illustrates the range of possible combinations of
levels of risk disclosed and discussed by participants in the
workshops. The illustration reflects the vast number of
sources of data and the variations in the amount of control
individuals are able to exert over their own personal health
data. Individuals may experience multiple adverse effects
simultaneously, as described in the accompanying vignette
“How Bad Can It Get?”

Current Policy Context

The U.S. approach to health data privacy is fragmented and
the most foundational policies are more than 20 years old,
having been written long before the digitization of health
care.55 Subsequent policy “patches” are narrowly tailored to
specific data types, such as genetic information, or organiza-
tional settings, such as care delivery or research operations.
This patchwork is insufficient to protect PGHD and is ill-
suited for the evolving technology landscape and scope of
health data. ►Table 1 illustrates the policy patchwork and

summarizes the provisions of key U.S. federal laws governing
health information that are relevant to PGHD.

Despite two decades of continuous legislative and regula-
tory activity intended to promote the information-sharing
interests of patients and clinicians, technology advances and
business practices have far outpaced adjustments in federal
policy,56 resulting in unnecessary risk and frustration for
everyone while still not supporting real-time access to key
information. The privacy, security, and breach notification
regulations under the Health Insurance Portability and Ac-
countability Act (HIPAA) govern the use and disclosure of
identifiable health information (known as protected health
information)—but only when that information is held by
covered entities (most health care providers and health
plans) and their contractors (otherwise known as “business
associates”). PHI is routinely shared outside of HIPAA’s
coverage, including when patients upload information into
a mobile health app of their choosing. Commercial entities
collecting personal information are required by federal law
(the Federal Trade Commission Act or FTCA) to adopt rea-
sonable security safeguards and uphold their commitments
to consumers regarding how data are accessed, used, and
shared. But notwithstanding these baseline protections,
unauthorized transmission of digital data- or data leakage
—occurs.57

New U.S. policies that require certified electronic medical
records to make PHI available to consumer apps via APIs

Fig. 1 The continuum of risk for person-generated health data. The Health Data Landscape illustrates the relative likelihood that various types of
personal information (e.g., demographic, socioeconomic, health-related, financial) will be collected and/or shared without individuals’
knowledge and/or permission. Figure designed by Hugo Campos for Improving the Care Experience: A Collaborative Consensus Project.
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Table 1 Current Legal and Regulatory Landscape: Privacy Protections for PGHD used for shared decision-making. This table
summarizes key federal legislation and regulations in the U.S. related to patient/individual data privacy and PGHD for shared
decision-making. The table clarifies patients’ rights with regard to data access and control; the obligations of entities covered by the
law (for example, under HIPAACovered Entity [CEs], Business Associates [BAs], and health care researchers); coverage of consumer-
facing technology companies that manages or uses patient/individual data (if any); and prohibitions (if any) that limit how
patient/individual data may be used.

Rights Obligations Prohibitions and limitations

HIPAA Privacy,
Security, and
Breach
Notification
Rules

• Grants patients the right to:
• Access their protected health

information (PHI) maintained by or
for a CE.

• Access laboratory test reports from
Clinical Laboratory Improvement
Amendments (CLIA)-certified or
CLIA-exempt laboratories.

• Transmit their PHI to a 3rd party.
• Receive an accounting of parties

who have received their PHI for
purposes other than treatment,
payment or health care operations
(Accounting of Disclosures).

• Decide whether to share their PHI
for purposes of research through
an authorization or informed
consent (unless the authorization
requirement is waived by an
institutional review board [IRB] or
Privacy Board).

• Control whether and how their PHI
is used and disclosed for marketing
purposes.

• Control whether their PHI can be
sold.

• Request amendments to their PHI.
• Request restrictions on how their

PHI can be used and disclosed
(up to the entity on whether to
honor, except as noted below).

Demand their PHI not be disclosed to
payers if patients pay out of pocket in
full for services.
• Be notified of breaches of their health
information by a covered entity.

Requires CEs and BAs to protect PHI by
maintaining reasonable:

• Administrative safeguards
• Physical safeguards
• Technical safeguards.

Requires CEs to:
• Garner a patient’s prior written

authorization to use or disclose PHI
for any purpose not expressly
permitted by the regulations—for
example, sales of PHI and uses or
disclosures of PHI for marketing
purposes.

• Assure in writing (e.g., via contract)
that its BAs will appropriately
safeguard the protected health
information it receives or creates
on behalf of the CE.

• Notify individuals (and the federal
government) in the event of
breaches of PHI.

Requires researchers who work for CEs
to obtain an individual’s authorization
for research containing non-de-identi-
fied PHI or a waiver of authorization is
granted by an IRB or Privacy Board.

All things not permitted by HIPAA may
be done with the authorization of the
individual through a HIPAA-compliant
authorization.
Consumer-based technology
companies have no obligations with
regard to data management and/or use
practices in HIPAA.

HITECH Act Grants patients the right to be notified
of a breach of their PHI by a personal
health record vendor (e.g., an mHealth
app).

Requires personal health record ven-
dors to notify individuals and the Fed-
eral Trade Commission of breaches of
their identifiable information.

None

21st Century
Cures Act

Extends the rights of individuals to
access their complete medical record
and all electronic health information
(EHI) held by a provider or a health
information network through
prohibitions on information blocking.
Provides patients with the right to
access key aspects of their health
information through the app of their
choice via application programming
interfaces (APIs) in provider electronic
medical records (effective in
2022–2023).

Requires providers and health
information networks to provide
patients (upon request) with key
aspects of their health information.
More information to be provided to
patients (or an app chosen by the
patient) via APIs by 2022.

Applies only to providers, certified
electronic health record vendors, and
health information networks.
Applies only to information in the U.S.
Core Data Set for Interoperability,
which is not all information the patient
has the right to under HIPAA.

Part 2 Grants patients’ rights to consent prior
to disclosures of their identifiable
health information, in most
circumstances (including for treatment
purposes).

Requires individual consent to share for
most purposes, including treatment.
Entities covered by HIPAA and Part 2
may disclose data for research purposes
consistent with HIPAA (for example,
with authorization, with a waiver of
authorization, or under broad consent
provisions).

Prohibits law enforcement access to
identifiable data without a court order.
Applies only to federally supported
substance abuse treatment facilities
and programs (although identifiable
data from a Part 2-covered program
continues to be covered by Part 2 even
if it is lawfully disclosed to another
entity).
No express individual rights to access
data.
No consent required to share data for
treatment purposes in a “bona fide”
medical or national emergency.
�Of note: the Coronavirus Aid, Relief,
and Economic Security (CARES) Act
made some changes to these
regulations

(Continued)
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further complicate the landscape, given the interest such
vendors may have in acquiring and using PHI for commercial
purposes. In examining the increasing reliance on patient-
facing APIs to promote patient access to their clinical infor-
mation, a U.S. Office of the National Coordinator for Health
Information Technology Task Force noted that an app may
need to comply with several federal laws, including HIPAA (if
the app is being offered by a covered entity or business
associate), the Federal Trade Commission Act (FTC Act), and
the FTC’s Health Breach Notification Rule, among others.58

Recent guidance from the U.S. Food and Drug Administration
also attempts to clarify what apps are regulated medical
devices that require FDA review and approval for safety and
efficacy (FDA does not regulate the privacy of information
collected by apps).59 But not withstanding that some laws do
apply to these apps, they do not provide the comprehensive
framework for privacy and security that may be needed to
build and maintain consumer trust in these tools.60

Although the focus of this article is to assure protections
for data that fall outside of the coverage of HIPAA, HIPAA
itself is not without its flaws. Health care organizations seek

to comply with state and federal statutes, but struggle to do
so despite the availability of detailed guidance from regu-
lators because of differences in legal interpretations.61–63 As
a result, organizations often are reluctant to release any
patient information over fear of violating the law and poten-
tially incurring financial penalties.64 Information blocking, a
set of practices undertaken by vendors and providers that
restrict access to patient information, has been characterized
as a revenue enhancement strategy.65A2016 studyof the top
20 hospitals rated byU.S. News andWorld Report foundmany
were not meeting federal requirements for medical records
formats and timeliness of processing.66 Also, notwithstand-
ing clear mandates in HIPAA since 2001 to provide patients
with easy access to their health information, patients still
struggle to get copies of their health data.

However, changemay be on thehorizon. TheHHSOffice for
Civil Rights—which enforces HIPAA—announced in Febru-
ary 2019 that it would be launching a new HIPAA Right of
Access enforcement initiative. OCR reached itsfirst settlement
in this new initiative in early September 2019,67whichmay be
a harbinger of more active federal oversight and enforcement

Table 1 (Continued)

Rights Obligations Prohibitions and limitations

Common Rule Grants patients the right to choose
whether or not to allow their
identifiable health information to be
accessed for research (either specific
research projects or broadly defined)
when research is performed by an
entity subject to the Rule.

Requires researchers covered by the
Rule to:

• Receive approval from an IRB or
Privacy Board prior to conducting a
study that will use PHI.

• Either seek consent or obtain
waiver of consent from an
Institutional Review Board prior to
using identifiable health
information for research purposes.

Does not apply to data that are not
identifiable to researchers (not
considered to be human subjects
research).

FTC Act None None Applies to most consumer
technologies.
Prohibits deceptive or unfair acts or
practices in or affecting commerce,
including those relating to privacy and
data security, and those involving false
or misleading claims about apps’
handling of personal data, safety, or
performance.

Genetic
Information
Nondiscrimination
Act

Individuals have a right to pursue
private litigation if they feel they have
been discriminated against in
employment.
Health insurance discrimination on the
basis of genetic information may be a
violation of the Affordable Care Act or
other civil rights laws.

Prohibits health insurers from:
• Using genetic information to make
eligibility, coverage, underwriting
or premium-setting decisions.

• Requesting or requiring individuals
or their family members to
undergo genetic testing or to
provide genetic information.

• Using genetic information to make
any decisions about health
insurance benefits, eligibility for
benefits, or the calculation of
premiums under a health plan.

Prohibits employers from using genetic
information in employment decisions
such as hiring, firing, promotions, pay,
and job assignments
Prohibits employers or other CEs
(employment agencies, labor
organizations, joint labor-management
training programs, and apprenticeship
programs) from requiring or requesting
genetic information and/or genetic
tests as a condition of employment.
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on behalf of consumer access to data. Another approach is a
public scorecard recently implemented by Ciitizen, in which
health care provider organizations receive scores on their
responses to actual patient requests for their own records.68

Regulations penalizing “information blocking,” which were
issued by theHHS Office of the National Coordinator pursuant
to the 21st Century Cures Act, will go into effect as of
April 2021,69 and provider electronic medical record technol-
ogy will be equipped with patient-facing APIs no later than
mid-2022. These initiativeswill spurgreater accessbypatients
to comprehensive clinical data—but also increase the pressure
on policymakers to assure privacy and security protections for
data that fall outside of HIPAA protections.

Building a Better Future: Policy
Recommendations

A new policy framework is needed to facilitate a data-rich
environment that leads to better SDM, where individuals
trust that they can actively use online and mobile tools to
collect, use, and share PGHD, both in pursuit of their own
individual health andwellness goals aswell as to improve the
health and wellness of others. The following recommenda-
tions originated as policy priorities in workshop discussions
and were refined in subsequent discussions by the co-
authors. They are consensus-based, consumer-driven, and
outline some key best practices for the collection, use, and
sharing of PGHDnot covered under HIPAA, except as noted to
support HIPAA compliance.

Recommendation 1: Policymakers should assure privacy,
security, and ethical protections for PGHD (all person-gen-
erated data used for health and wellness purposes) are in
place, regardless of which entity is holding the data.

• As highlighted in ►Table 1, data used for health and
wellness purposes are not protected in all settings.

• Policymakers should act to fill gaps in current protections
and, for existing laws, regulatory agencies should enact and
robustly enforce regulations (including penalties) of suffi-
cient weight to promote compliance and enable a trusted
environment for the collection, use, and sharing of PGHD.
Additional action is needed by Congress to make this
possible.

• Protections for PGHD should be sufficiently comprehen-
sive to, at a minimum, facilitate recommendations 2 to 5.

Recommendation 2: Individuals must be able to access
PGHD data about them electronically, promptly after it is
generated (“real-time”), at their convenience using their
preferred method(s).

• Policymakers should ensure that individuals are able to
identify, access, and manage their PGHD—including the
ability to request correction of inaccurate information—in
a timely manner and at a reasonable cost. Without a
guarantee of access to their data upon request supported
by appropriate regulation, individuals have no reason to
trust data-gathering institutions, whether such organiza-
tions are health care-based or commercial.

• This access should include all PGHD, including data cov-
ered by HIPAA (such as that generated through clinical
care and payment encounters) as well as through com-
mercial transactions, such as purchasing over-the-count-
er medications and visiting a gym or a website.

Recommendation 3: Collection of PGHD should include a
robust, consistent, and transparent process for ensuring that
informed consent occurs whenever andwherever the poten-
tial for data sharing arises.

• Any agreement, contract, or terms of service offered to an
individual should include a straightforward delineation of
the individual’s rights regarding their access to data about
themaswell as how those data are stored andmay be used
or shared by companies, researchers, and organizations.
Agreements also should clearly state the costs that indi-
viduals must bear, if any.

• To the extent feasible, this process should include mech-
anisms (e.g., opt-in approaches) through which individu-
als can identify potential data uses they are consenting to
when data about them are collected and restrict access to
this data (in terms of use or in terms of duration) without
limiting its use for either the individual or the public good.

• This informed consent process must include information
on how individuals can contact the organization or com-
pany storing data about them and a process bywhich they
can change or update their ongoing consent.

• Individualsshouldbeable toupdatetheirpreferencesatany
time, including the right towithdrawaccessbyentitieswith
which they have previously shared their information.

• Individuals should be able to choose the tool(s) they use to
share data about them.

Recommendation 4: Individuals should be able to ensure
that researchers can use data about them for meaningful
medical research.

• Individuals often wish to contribute data about them for
medical research, and they should be able to donate this
data, as well as require others who hold this data to
contribute it for research purposes (including when those
data are held by entities covered by HIPAA). After consent
has been given, researchers should cover any costs asso-
ciated with PGHD use.

• Policies and regulations in the PGHD context should
ensure that individuals are aware of the past and present
uses of data about them for research purposes and con-
sent to future data use. The circumstances under which
the data could be used for research, how long the data can
be retained by research organizations, and the circum-
stances under which individuals (and their families) could
later rescind the continued use of data about them for
research should be clearly disclosed.

Recommendation 5: Uses of PGHDmust be ethical and fair
to individuals and populations.

• Non-health-related uses of PGHD (e.g., for marketing of
non-health-related products such as cigarettes or alcohol)
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that could cause harm to individuals, subpopulations, or
populations (e.g., law enforcement access without a war-
rant or insurer use to redline individuals or populations
out of benefits) should be prohibited.

• Tracking of data about individuals, vulnerable groups (e.g.,
elderly persons, people with disabilities), and historically
targeted groups (e.g., people of color) based on data
collected for specific purposes beneficial to the public
(such as public health) should be limited to health-related
uses that benefit individuals, subpopulations, and/or
populations.

• Ongoing, objective, ethical reviewof initiatives focused on
analysis of PGHD should be undertaken to ensure that
such analytics are conducted in a way that promotes
learning by individuals, care providers, and health care
systems and minimizes harm to individuals and popula-
tions. Review bodies that include the full range of affected
stakeholders—including patients, caregivers, consumers,
and community representatives—can promote trust by
ensuring transparency around ongoing work and forcing
robust public discussion of proposed new efforts.

Conclusion

From the perspective of individuals, there are many oppor-
tunities to improve health data management policy and its
implementation across health care organizations, health
information exchanges, and consumer-facing health man-
agement tools. With a SDM process, PGHD have the potential
to inform which treatment(s) patients choose and how they
are given, decisions that confer power to shape the future
directions and goals of research.

In addition, the ability to re-use clinical data offers
significant opportunities for the advancement of practice,
the reduction of health disparities, and the promotion of
health equity—if we develop and implement at scale im-
proved processes supported by realistic, appropriate, and
transparent policies. Health policies that more closely align
to individuals’ needs and goals, as well as their expectations
with regard to consent, data sharing, and transparency about
use of data about them, will encourage SDM and facilitate
more positive experiences for individuals, clinicians, and
care teams alike.

How Bad Can It Get?

John, a 36-year-old manwith a knee injury and diagnosed
anxiety, works at a large corporation that self-insures. His
employer offers a wellness program that uses algorithms
to identify the best ways to incentivize employee self-
care.

John’s credit card transaction data reflect regular visits
to fast food restaurants and insurance claim-eligible
purchases revealing his anxiety diagnosis. Through these
and other data sources, he is invited to participate in
counseling for healthy eating offered via his employer’s

wellness program. He declines, because he is concerned
about what his employer will do with information about
where he eats and that he has anxiety. It already makes
him uncomfortable that he gets served ads for anti-
anxiety medications on his phone and his computer. One
time he handed his phone to a friend to show her his
vacation photos, and one of those ads popped up. He also
doesn’t think it’s any of his employer’s business where he
eats. Because he declined the program to try to keep his
information more private, his monthly health insurance
premium increases $100/month the following year.

When John’s knee pain worsens, he is referred for an
MRI. At the follow-up appointment, John’s orthopedist
tells him that hehas an elevated surgical risk score created
from clinical and “social factors.” John is unsure what
“social factors” are but decides not to pursue surgery as a
result.

Still dealing with his unresolved and painful knee
condition, several months later John receives a phone call
from a debt collector for an unpaid medical bill. He logs
into his insurance Web portal and finds claims from
doctors he did not visit. He assumes it’s amistake and calls
the clinic he visited for his knee pain. John explains his
situation, and it becomes clear that he is a victim of
medical identity fraud. When he requests a copy of his
own medical record to correct it, the clinic refuses ac-
cess.72 The customer service representative wrongly tells
John that the clinicmust preserve the identity thief’s right
to privacy, even though the medical record is John’s.
Shocked and confused, he declines to pursue the matter.

Six months later John receives a notice that a local
radiology clinic had a breach of patient protected health
information (PHI) when scans weremade available on the
Internet,73 and that he is among those whose PHI was
exposed. He realizes that his knee MRI led to the theft of
his medical identity, and that he is now among the 25% of
Americans who have had health information stolen.74

After 2 years, hundreds of hours, and more than
$10,000 in legal fees and incorrect medical bills, John
continues working to repair the damage to his identity
and his health.75 He continues to pay higher insurance
premiums because of his concerns about the data col-
lection required for his participation in the wellness
program. His knee also still continues to bother him.

Clinical Relevance Statement

The evolution of patient–clinician relations from paternalis-
tic to more egalitarian engagement has resulted in broader
use of SDM as the basis for treatment planning and created a
need for re-assessment of factors influencing adoption of
SDM. At the same time, the increasing availability and
usability of PGHD are opening up new opportunities for
care management and treatment monitoring for clinicians
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and patients engaging in SDM. This article provides policy
recommendations for removing barriers to the collection,
use, and sharing of PGHD for health care management and
research.
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