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Abstract Background One key aspect of a learning health system (LHS) is utilizing data
generated during care delivery to inform clinical care. However, institutional guidelines
that utilize observational data are rare and require months to create, making current
processes impractical for more urgent scenarios such as those posed by the COVID-19
pandemic. There exists a need to rapidly analyze institutional data to drive guideline
creation where evidence from randomized control trials are unavailable.
Objectives This article provides a background on the current state of observational
data generation in institutional guideline creation and details our institution’s experi-
ence in creating a novel workflow to (1) demonstrate the value of such a workflow, (2)
demonstrate a real-world example, and (3) discuss difficulties encountered and future
directions.
Methods Utilizing a multidisciplinary team of database specialists, clinicians, and
informaticists, we created a workflow for identifying and translating a clinical need into
a queryable format in our clinical data warehouse, creating data summaries and feeding
this information back into clinical guideline creation.
Results Clinical questions posed by the hospital medicine division were answered in a
rapid time frame and informed creation of institutional guidelines for the care of
patients with COVID-19. The cost of setting up a workflow, answering the questions,
and producing data summaries required around 300 hours of effort and $300,000 USD.
Conclusion A key component of an LHS is the ability to learn from data generated
during care delivery. There are rare examples in the literature and we demonstrate one
such example along with proposed thoughts of ideal multidisciplinary team formation
and deployment.
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Background and Significance

In 2015, the National Academy of Medicine set a goal for 90%
of clinical decisions by 2020 to be supported by accurate,
timely, and up-to-date clinical information reflecting the
best available evidence.1 While randomized control trials
(RCTs) remain the gold standard for producing clinical evi-
dence, only 65%, and as little as 14% for some medical
disciplines, of clinical decisions are supported by RCTs, and
the scope of these decisions is limited by cost and external
validity.2–4 In fact, the percentage of recommendations
supported by RCTs has decreased in fields like cardiology
over the prior decade and many of these guidelines are
derived from expert opinion.5,6 There exists a clear need
for other evidence sources to support guideline generation.

Learninghealth systems (LHSs)maybridge this evidence gap
by creating the infrastructure and processes to leverage data
created through care delivery.7 The National Academy of Medi-
cine defined an LHS as a system where “science, informatics,
incentives, and culture are aligned for continuous improvement
and innovation,withbest practices seamlesslyembedded in the
deliveryprocess andnewknowledge capturedas an integral by-
product of the delivery experience.”8,9 Though definitions of an
LHS vary, a core tenet is the ability to analyze care delivery and
learn from institutional data. Given the increase in the number
of hospitals with a certified electronic health record (EHR),
learning from a health system’s own care delivery and visualiz-
ing findings in a meaningful manner should be possible.10,11

With the assistance of a librarian, a literature search was
conducted in the PubMed to locate relevant English language
literature published between January 2010 to November 2021
and used relevant keywords related to “hospital guideline” and
“development.” Of the 89 articles returned regarding how
institutional guidelines are created, we found that most relied
on expert opinion and reviewof the literature. Only two articles
discussed the use of observational data to inform creation of
institutional guidelines. Both related to antibiotic stewardship
and had limited duration with time frames that would have
limited utility in more urgent situations.12,13 Therefore, while
the concept of an LHS has generated significant interest, there
are no examples of wide-scale use of observational data that
address a range of disciplines and are intended to persist to
continuously inform institutional care guidelines. The ability to
learn fromobservationalhealthdataremainschallengingacross
health systems and analyzing these data to generate usable
evidence requires significant effort.14,15 We have previously
demonstrated the ability to answer questions prompted during
individual patient care.16 In 2019, our institution led theworld’s
first pilot of an informatics consultation service using routinely
collected data onmillions of individuals to provide on-demand
evidence not addressed by primary literature or other data
sources.17–19 Although this need was first identified over a
decade ago,20 we are aware of few health systems and orga-
nizations that have been able to translate foreground questions
to generate insights such as Kaiser Permanente, Geisinger, the
FoodandDrugAdministrationSentinel Initiative,MentalHealth
Research Network, and Vaccine Safety Datalink.21 While these
efforts were remarkable in their translation of observational

data into clinical insights, a novel contributionofourwork is the
short timeframe from need identification to data to guide the
design of practice guidelines.16,19

The COVID-19 pandemic presented unprecedented chal-
lenges, and while some systems were able to rapidly imple-
ment surveillance mechanisms,22 the pandemic exposed
equipment and personnel capacity limitations as well as a
shortfall of systems to perform rapid analyses of observational
data.15 On a local level, in early January 2021 at Stanford
Hospital, a 605 bed quaternary care hospital located in Stan-
ford, California, the general medicine service appeared at risk
of being overwhelmed by newcases of COVID-19. Thehospital
medicine division sought to standardize care and rapidly
create and disseminate guidelines for the inpatient manage-
ment of these patients leveraging existing data that had been
generated during the care of COVID-19 patients.

In the current work, we describe the creation of an
interdisciplinary team anchored by clinical informatics fel-
lows that used existing institutional infrastructure18,19,23 to
generate timely and actionable insights from existing data to
support the design of institutional management guidelines
for COVID-19 patients.

We describe both the process and infrastructure, as well
as the evidence generated to inform hospital medicine divi-
sion guidelines for the care of COVID-19 patients as an
example of what an LHS can accomplish. We conclude
with a discussion of future steps on how institutions can
leverage their existing fellowship programs, informatics
teams, and data science expertise to jump-start LHS efforts.

Methods

The workflow and methodology of our institution’s previous
informatics consultation service was repurposed to answer
questions for near real-time clinical decision support at a
population level for continuous guideline evolution, as
shown in ►Fig. 1.19 This was accomplished by a multidisci-
plinary team consisting of practicing clinicians, electronic
medical record reporting specialists, data scientists, and
clinical informaticians (CIs). Briefly, the workflow consisted
of specifying clinical questions, translating the details of
those questions into patient cohort definitions which are
then executed as queries to our clinical data warehouse
(CDW), and conducting statistical analyses appropriate to
the question(s) over the retrieved patient data. The question,
cohort definitions, analyses, and their results were then
summarized as written reports and discussed with the
requesting team in an in-person debrief. Details of the
workflow, data retrieval, and analysis tools developed for
this service are further described in our previous work.19

Analytical Process Need Identification
Practicing clinicians from the hospital medicine division
(end-users) identified clinical questionswith practice chang-
ing implications to inform the creation of guidelines for the
management of patients with COVID-19. This operational
need arose from a need to mitigate a predicted upcoming
inpatient surge of COVID-19 patients, with a turnaround
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request of less than 2 weeks for the results. To do so, an
analytical process was created to streamline the process.

Analytical Team Creation
The aforementioned team was assembled by an associate
chief information officer (CIO; N.H.S.) and the databases
containing sufficient information to run the study were
identified. The Epic Clarity and STARR-OMOP (Stanford
Research Repository-Observational Medical Outcomes Part-
nership), a separate CDW that has converted the Epic Clarity
schema to the OMOP common data model (CDM), were
deemed to contain the necessary clinical information and
this informed the staffing of EHR database specialists with
expertise in those databases. Data scientists with an under-
standing of data integrity issues and experience with clinical
research and communication were also required to summa-
rize findings in an actionable manner. CIs with understand-
ing of clinical workflows and the clinical data model were
needed to identify where key data elements were generated
and stored as well as perform data validation.

Analytical Process in Use
Practicing clinicians posed questions which were then for-
malized into Population/Intervention/Comparator/Outcome
(PICO) questions by a data science and CI team. EHR-based
phenotyping was performed by this team to define the
cohorts of interest. Patient cohorts were created by the
data scientists using the Observational Health Data Science
and Informatics (OHDSI) ATLAS Cohort Creation Tool,24 an
open-source, web-based clinical data search tool designed to
be used on the OMOP CDM and operating over Stanford
Medicine’s CDW, STARR.25

With the cohorts defined, the two databases were
accessed separately and an iterative process of data valida-
tion was performed by the clinical informaticists in conjunc-
tionwith data scientists and database specialists. During this
process, EHR database specialists, data scientists, and CIs
focused on creating cohort definitions given knowledge of
the clinical workflow and where data were stored in the

Clarity database. This was followed by sanity checks on
cohort generation and troubleshooting issues that affected
sensitivity and specificity of the defined phenotypes. As an
example, there were multiple ways to define ventilated
patients such as O2 delivery method, documentation on
ventilator flow sheet rows, new addition of an airway record,
and signing of a new ventilator setting order. Troubleshoot-
ing via database queries and verification of retrieved data
revealed that initiation of a new ventilator setting order was
themost accurate of the above definitions. Other examples of
findings from this process included the retirement of an old
C-reactive protein (CRP) laboratory record in use prior to
COVID, redefining the “COVID positive” phenotype to use
COVID nasal swab test positivity rather than International
Classification of Diseases (ICD) codes, excluding patients
who had “do not intubate” orders from the denominator of
potential intubation events, and expanding criteria to find
adult patients who had been accidentally registered under
pediatric testing departments. These final phenotypes are
included in ►Supplementary Appendix A (available in the
online version) for reproducibility. Once the cohorts were
properly defined, we ascertained the location of salient
pieces of information within the EHR, through synchronous
meetings between CIs and database specialists. In our cohort,
a COVID-19 test positivity as defined SARS-CoV-2 (severe
acute respiratory syndrome coronavirus 2) test result
“detected” was more specific than using the application of
a COVID-19 ICD code. Other features within the EHR such as
D-dimer, CRP, supplemental oxygen information, and venti-
lator usage required iterative meetings with the database
specialists to ensure accuracy of cohort generation. Data
scientists then conducted analyses to answer the questions
received and summarize the results in conjunction with CIs
through written and oral reports.

Result Dissemination
Finally, debrief sessions were scheduled to perform a warm
handoff of the reports to end-user clinicians who then
utilized them in creating and refining clinical care guidelines.

Fig. 1 This figure illustrates the iterative cycles that can be performed to create and continuously update institutional guidelines. The process
starts with a clinical need that arises from an institutional concern (e.g., resource constraints at our institution during COVID-19 pandemic).
This concern is then translated into a PICO-T question as described in the Methods section. Next, report writers query the clinical data
warehouses and this information is validated by clinical informaticians. Once the data are validated, data scientists create report summaries and
the evidence is presented to the initiators of the request to inform clinical guideline creation. As a clinical need evolves over time, this process
can undergo further iterative cycles to refine guidelines to adapt to a changing environment.
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We used this approach to answer four clinical questions
posed by the hospital medicine division pertinent to the
management of COVID-19 patients. These results were then
disseminated via a presentation at hospital grand rounds and
electronically via email.

Results

We were able to successfully answer all four questions, with
answers summarized here for brevity and detailed in a full
PICO format in►Supplementary Appendix A (available in the
online version).

Question 1. How often are COVID-19 patients with high
oxygen requirements transferred to the ICU (intensive
care unit)? How often are they placed on mechanical
ventilation?
Answer 1: 46% of COVID-19 patients with high oxygen
requirements were transferred to the ICU and of those,
31%were intubated and placed onmechanical ventilation.
Question 2. Compared with patients who were not dis-
charged on supplemental home oxygen, are patients dis-
charged with home oxygen orders more likely to be
readmitted to the ED (emergency department) within
30 days?
Answer 2: 4.4% of patients discharged with supplemental
home oxygen compared with 4.8% of patients discharged
without supplemental home oxygen were readmitted to
the ED within 30 days.
Question 3: Do COVID-19 patients with an elevated D-
dimer at time of admission have a higher rate of VTE
(venous thromboembolism) or transfer to the ICU com-
pared with those with normal D-dimer levels at the time
of admission?
Answer 3: 32% of patients with an elevated D-dimer test
result were transferred to the ICU or had a record of VTE
compared with 15.9% of patients with a normal D-dimer
test result.
Question 4. Do COVID-19 patients with an elevated CRP
level at the time of admission have a higher rate of transfer
to the ICU compared with those with normal CRP levels at
the time of admission?
Answer 4: 28% of patients with an abnormal CRP test
result were transferred to the ICU comparedwith 28.2% of
patients with a normal CRP test result.

The answers to these questions informed institutional
guideline creation, helped alleviate concerns about resource
constraints, and informed possiblemeasures in the setting of
high levels of ICU utilization. In particular, data demonstrat-
ing that patients discharged with home oxygen compared
with those discharged on room air had similar 30 day
readmission rates to the ED-alleviated concerns about need-
ing to increase patient length of stay until the resolution of an
oxygen requirement. Observing that 14.3% of patients with
significant oxygen requirements progressed to intubation
helped address concerns about being able to predict ICU
demand and reassure clinicians that a significant proportion
of these patients could be monitored on the general medical

service if needed. Finally, seeing the potential prognostic
value of an admission D-dimer for ICU transfer and VTE
helped inform the development of screening guidelines for
VTE on the COVID-19 service. The cohorts were not of
sufficient size to enable subgroup analyses by age, sex,
race, or ethnicity.

Answering the questions using our re-purposed informat-
ics consult service required over 300hours of effort from a
multidisciplinary team. These hours included efforts in
performing an intake of the clinical questions, refining the
questions into a PICO format, performing data integrity
checks, and creating data summaries. The hours were then
converted into a dollar amount using standard salary rates.
After accounting for the fixed costs in creating the informa-
tion technology, informatics, and data science infrastructure,
the total approximate cost amounted to $300,000USD for the
four reports.

Discussion

Currently, institutional clinical management guidelines rely
on a combination of literature review and expert opinion.
Health care systems have the requisite data, expertise, and
staffing to rapidly generate evidence from local institutional
data for clinical questions that are unaddressed in traditional
literature sources. The urgent nature of the above questions,
posed at a time when it appeared COVID-19 cases may
overwhelm our hospital, highlights the importance of creat-
ing institutional infrastructure to rapidly generate insights
from observational data. Such infrastructure must include
data warehouses, a multidisciplinary team, and an analytical
process. We utilized such a process to answer questions
about oxygen therapy, VTE risks, and ICU transfer risks as
shown, and demonstrate the feasibility of rapidly generating
data summaries using observational data to support institu-
tional guidelines.

The four key questions were identified and answered
within a 2-week time frame to help inform guidelines for
the care of patients with COVID-19 on the hospital medicine
service which would have been helpful in supporting triage
decisions had the COVID-19 surge happened. Our efforts to
define and allocate resources needed to operationalize this
analytic process help inform future planning. Although we
presented one disease process and four associated questions,
similar inquiries can be generalized to clinical questions
regarding management across all medical specialties. With
proper resources and an analytic process in place, given
sufficient patient level data, it should be possible to individ-
ualize recommendations as more homogenous cohorts can
be created through subsetting.26

This effort also demonstrated the value of an interdisci-
plinary team in answering clinically oriented questions using
EHR data and the role that board-certified CIs can play on
such teams. While each team member had a specific role at
different points in the process, continuous collaboration
between all was critical in refining questions and adjusting
to issues presented by the data. Informaticians played a
particularly important role in ensuring that the populations
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and interventions of interest were appropriately defined in
order for the EHR specialists and data scientists to accurately
build patient cohorts. Broad questions of interest to clini-
cians such as “Can patients be discharged with home oxygen
safely?” needed to be translated into detailed population,
intervention, and outcome definitions by CIs and according-
ly, collaboration was critical in building patient cohorts. For
example, consensus and compromise between the data
science team and clinicians were needed to define an effec-
tive but not overly complicated phenotype for an intubation
event. Collaboration between the groups also led to the
discovery of key data integrity issues, such as intermittent
registration of adult patients that showed up initially under
pediatrics emergency medicine due to legacy construction
hold overs, inclusion of surgical patients without COVID-19
whohad beengiven COVID-19 encounter diagnoses as part of
surgical prescreening, and the exclusion of a D-dimer test
that had been retired during the middle of the study period
as it was not part of the currently available laboratory tests.
Rectifying these issues led to significant changes in cohort
sizes. Additionally, initial reports of the intubation rate for
patients with a high oxygen requirement were lower than
expected by clinical suspicion, leading the clinical team to
review patient charts and find that patients with do not
intubate orders had not been excluded from the initial
cohort. These data validation steps would not have been
possible without knowledge about inner workings of our
hospital’s clinical workflows, data scientists with a
high degree of familiarity with the EHR, and involving
clinicians who were involved in care of the patient cohort
of interest. Although the particular application was a singu-
lar use case, it expands upon our previously described
informatics consult service from generating personalized
real-world evidence to the use of these data to support
clinical care guidelines.18 While this effort did not focus on
iterating within a specific disease, it serves as a proof of
concept, and the underlying strategies are fundamental to
iterative cycles that continuously provide evidence within
our institution and will inform future clinical care guideline
creation across diseases. Additionally, in the event of a
changing institutional concern in relation to COVID-19, the
created infrastructure can be easily adapted to support
evolving clinical care guidelines.

The process, as detailed in the Methods section, relied on
resources such as the ATLAS cohort analysis tool and the
STARR-OMOP database as well as human resources. Indeed,
database management and assessment has been highlighted
as critical in the development of an LHS.15 To create and
deliver these four reports in less than 2weeks, over 300hours
of effort from a multidisciplinary team comprising 11 mem-
bers including clinical end-users, clinical informaticists, data
scientists, and EHR data specialists were required at a total
estimated cost of $300,000 USD. While there were large
initial costs in team formation and defining an effective
workflow, the marginal cost of producing additional reports
is likely close to $20,000 USD. This cost also does not take into
account the research and development necessary to create
and maintain the tools and databases, which are supported

via the office of the senior associate dean of research. The
majority of the effort was spent in performing steps up-
stream from data analysis such as population definition, data
extraction, and data validation, suggesting that to improve
the cost effectiveness of future projects, efforts should be
spent on supporting diverse and complex data extraction
processes and ensuring data integrity of the data sources. In
comparison, estimates of running an RCT from phases 1 to 3
come to $285 million USD in 2014 and additionally required
6.4 years.27

Thereweremultipleways inwhich our process could have
been streamlined to help reduce costs and turnaround time.
An ideal LHS analytic process starts with high-level institu-
tional support, especially to facilitate protecting time for
personnel such as specific EHR/database professionals and
clinicians and financially supporting the creation and main-
tenance of datawarehouses. Clinical questions asked by end-
users should be presented in a PICO format to provide clarity
regarding the specific ask. A clear point of contact, ideally CIs,
is helpful to refine these clinical questions. Additionally, a
clear turnaround time and rationale of the PICO question
from the clinical team will help minimize scope creep. After
this initial intake, the PICO question is to be further refined
by CIs along with data scientists whowill then interfacewith
database experts in an iterative manner for optimal pheno-
typing and real-time data validation. An understanding of
which data items are present in which databases is key to
knowing what questions can be answered. Having multiple
teams query different databases can helpwith verifying data
fidelity as well as containing costs.28 The data validation
steps are laborious and not easy to streamline, but critical for
uptake of the final results, and best done by CIs who have a
clear understanding of the workflow and data model. Ran-
dom sampling of patient charts and comparing intermediate
results pulled from relational databases to operational facing
databases (e.g., ones used by business intelligence) is helpful
at this phase. Once data validation steps are complete, the
data science team can generate statistical reports and visual-
izations for the final report. Deadlines should be set ahead of
time for the aforementioned steps and dissemination of this
final report should be tailored to institutional culture and
take advantage of existing communication workflow and
consistent with each report. This step is as important as
the others and necessary to operationalize to oppose the
inertia of deploying well-validated clinical knowledge into
clinical practice, historically thought of years-long time-
frames.29 This should be done by local leaders and in
particular, CIs. Having been involved throughout the entire
workflow, CIs are well suited to this final task and accord-
ingly, this role of practicing physicians has been highlighted
at other systems.30

Data generated during care delivery can be used in a variety
ofways including inqualitymetric reporting, clinicalguideline
creation, and answering questions about specific patients. For
health systems interested in leveraging their existing data to
rapidly generate evidence, we are freely sharing our tools and
lessons learned.19,23 In our case, we are fortunate that a surge
ofCOVID-19patientsdidnotoccur, butwewerewell equipped
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in the event that it did, in part because of the insights derived
by our COVID-19 data science task force.

Conclusion

While the merits of using observational data for evidence
generation are often debated, there is a clear argument for
utilizing available data to inform questions that are unad-
dressed in the literature and need to be answered urgently.15

While efforts exist to answer patient-level questions,18,21 an
LHS also needs to be able to rapidly answer operational
questions. The management questions posed by the COVID-
19 pandemic is one such example. Our experience shows that
by utilizing interdisciplinary teams, judicious use of obser-
vational data can support the rapid creation of evidence-
based guidelines. By employing a high degree of collabora-
tion, data scientists and clinicians can validate the utility of a
clinical question, define the populations and interventions of
interest, validate the integrity of the data, and define analytic
methods to protect against misleading results. Given the
interdisciplinary nature of this analytic process, CIs are well
suited to lead endeavors such as these.

Clinical Relevance Statement

A learning health system should be able to provide actionable
insights through analysis of available observational data. An
institution-supported multidisciplinary team can execute the
stages of our proposed analytic process to produce evidence
that canbe incorporated into guidelines. The creationof such a
process will likely require significant upfront investment but
can provide value to the health care system through insight
generation and improved patient outcomes.

Multiple Choice Questions

1. According to AHRQ (Agency for Healthcare Research and
Quality), most LHS activities should be classified as:
a. Research requiring an institutional review board (IRB).
b. Operations outside IRB oversight.
c. Conduits for industry exposure to health data.
d. Patient facing comparison tools.

Correct Answer: The correct answer is option b. Accord-
ing to AHRQ, most LHS activities should be classified as
“normal operations” that do not require oversight of an
IRB. Evidence-generating activities through an LHS should
thus not be ordinarily called “research.”13

2. The concept of a learning health system was initially
introduced by:
a. National Health and Nutrition Examination Survey

(NHANES), through the Centers for Disease Control
and Prevention (CDC) in 1971.

b. Alliance forHealth Policy and SystemsResearch (AHPSR),
through World Health Organization (WHO) in 1999.

c. IOM/NAM in 2007.
d. Commonwealth Fund, in 2012.

Correct Answer: The correct answer is option c. The
results of a 2-day workshop in 2006 were published as
a summary in 2007 by the Institute of Medicine, now
known as the National Academy of Medicine.1 Real-time
digital access to health data, empowered patients, aligned
incentives, and proper organizational culture are all nec-
essary components to a functioning LHS. Further reports
from IOM/NAM delineate rising costs, complexities, eco-
nomic, and quality barriers towidespread development of
LHSs.

Protection of Human and Animal Subjects
This manuscript discusses development of an analytic
process and reports QA results which do not constitute
human subjects research.
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