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Summary
Objective: To summarize the state of the art during the year 
2016 in the areas related to consumer health informatics and ed-
ucation with a special emphasis in secondary use of patient data.
Methods: We conducted a systematic review of articles published 
in 2016, using PubMed with a predefined set of queries. We 
identified over 320 potential articles for review. Papers were 
considered according to their relevance for the topic of the 
section. Using consensus, we selected the 15 most representative 
papers, which were submitted to external reviewers for full review 
and scoring. Based on the scoring and quality criteria, five papers 
were finally selected as best papers
Results: The five best papers can be grouped in two major 
areas: 1) methods and tools to identify and collect formal re-
quirements for secondary use of data, and 2) innovative topics 

highlighting the interest of carrying on “secondary” studies on 
patient data, more specifically on the data self-expressed by 
patients through social media tools. Regarding the formal re-
quirements about informed consent, the selected papers report 
a comparison of legal aspects in European countries to find a 
common and unified grammar around the concept of “data 
donation”. Regarding innovative approaches to value patient 
data, the selected papers report machine learning algorithms 
to extract knowledge from patient experience and satisfaction 
with health care delivery, drug and medication use, treatment 
compliance and barriers during cancer disease, or acceptation 
of public health actions such as vaccination.
Conclusions: Secondary use of patient data (apart from personal 
health care record data) can be expressed according to many 
ways. Requirements to allow this secondary use have to be 

harmonized between countries, and social media platforms can 
be efficiently used to explore and create knowledge on patient 
experience with health problems or activities. Machine learning 
algorithms can explore those massive amounts of data to support 
health care professionals, and institutions provide more accurate 
knowledge about use and usage, behaviour, sentiment, or satis-
faction about health care delivery.
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1   Introduction
For this 26th edition of the Yearbook of Med-
ical Informatics, we had to adapt the special 
topic “Learning from experience: secondary 
use of patient data” to the section “Education 
and Consumer Health Informatics”. Second-
ary use of data refers, for instance, to the use 
for research of data contained in records and 
collected for a purpose different from the 
one of the research itself. Secondary use of 
data has been described in common fields, 
such as school records, for example, origi-
nally produced for educational purposes, but 
now proposed for use in research. This issue 
becomes of concern when data can be linked 

to individuals, and becomes critical when 
the possibility exists that individuals can be 
identified in the published reports [1]. From a 
patient point of view, secondary use of health 
data consists in using personal health infor-
mation (PHI) outside the direct health care 
delivery process [2]. To populate this section, 
we merged this original definition with the use 
of data the patient expresses about him/her-
self when using social media tools for varied 
purposes such as, for instance, healthcare de-
livery experience [3], medication use, abuse, 
or misuse [4, 5, 6], e-cigarette experience 
[7], emotions, sentiments and feelings [8, 9], 
experience with a specific disease [10] or a 
public health recommendation [11], or daily 

health behaviours [12]. These data are not 
natively part of any personal health record, 
but may be voluntarily delivered by the patient 
to public and anonymous recipients. This 
unstructured data is now collected, extracted, 
and analysed by researchers with tools used 
to explore massive datasets for public health 
research [13, 14].
As in previous years, we have reviewed the 
literature in the area of consumer health 
informatics and education. This synopsis 
covers the best papers selected for the 
section “Consumer Health Informatics and 
Education” and provides a wide overview 
of various aspects of secondary use of data 
reflecting the patient experience.
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process”[All Fields] OR “social compe-
tition”[All Fields] OR “social norm”[All 
Fields] OR “social feedback”[All Fields] 
OR “social influence”[All Fields] OR 
“social comparison”[All Fields] OR 
“social network”[All Fields] OR “dis-
cussion group”[All Fields] OR “sup-
port group”[All Fields] OR “social 
support”[All Fields] OR “community 
network”[All Fields] OR “online com-
munity”[All Fields])

5. AND (“missing data”[All Fields] OR 
“erroneous data”[All Fields] OR “unin-
terpretable data”[All Fields] OR “incon-
sistency”[All Fields] OR “inconsisten-
cies”[All Fields] OR “completeness”[All 
Fields])

6. AND (“privacy”[All Fields] OR “im-
provement”[All Fields] OR “adop-
tion”[All Fields] OR “satisfaction”[All 
Fields] OR “consumer satisfaction”[All 
Fields] OR “patient satisfaction”[All 
Fields] OR “personal health”[All Fields] 
OR “personalized medicine”[All Fields] 
OR “care delivery”[All Fields] OR 
“quality assurance”[All Fields] OR “qual-
ity assessment”[All Fields] OR “quality 
improvement”[All Fields] OR “quality 
reporting”[All Fields] OR “research”[All 
Fields] OR “surveillance”[All Fields] OR 
“quality of life”[All Fields] OR “patient 
empowerment”[All Fields] OR “data 
protection”[All Fields] OR “clinical out-
come”[All Fields] OR “clinical trial”[All 
Fields] OR “effectiveness”[All Fields] 
OR “informed consent”[All Fields] 
OR “learning”[All Fields] OR “experi-
ence”[All Fields])

7. AND (“challenge”[All Fields] OR “bar-
rier”[All Fields] OR “driver”[All Fields] 
OR “opportunity”[All Fields] OR “op-
portunities”[All Fields] OR “benefit”[All 
Fields])

8. AND (“patient data”[All Fields] OR 
“patient generated data”[All Fields] OR 
“quantified-self ”[All Fields] OR “quan-
tified self ”[All Fields] OR “consumer 
health information”[All Fields] “patient’s 
medical information”[All Fields] OR 
“personal data”[All Fields] OR “health 
data”[All Fields] OR “sharing data”[All 
Fields] OR “sharing health data”[All 
Fields] OR “self-tracking data”[All 
Fields] OR “self-tracking tool”[All 

Fields] OR “self-experimentation”[All 
Fields] OR “research data-set”[All Fields] 
OR “research dataset”[All Fields])

9. AND (“hospital”[All Fields] OR 
“clinic”[All Fields] OR “stakeholder”[All 
Fields] OR “institution”[All Fields] OR 
“health care provider”[All Fields] OR 
“payer”[All Fields] OR “insurer”[All 
Fields] OR “employer”[All Fields] OR 
“patient”[All Fields] OR “individu-
als”[All Fields])

The results section bellow describes the 
different steps applied to filter the retrieved 
results until the final selection.

3   Results
Table 1 summarizes the results of the differ-
ent combinations of the previous nine query 
components. It should be noted that the com-
bination of all the components is void and 
some combinations produced overly broad 
returns. Consequently, we selected five sets 
of query combinations that included 320 
articles, which were reviewed by the section 
editors. A list of 15 candidate best papers was 
finally selected.

Section editors used four selection crite-
ria: 1) relevance regarding the 2017 yearbook 
special topic “Learning from experience: 
secondary use of patient data”; 2) nature 
of the problem addressed: legal aspects and 
requirements, methods and tools, healthcare 
topic; 3) level of evidence if appropriate; and 
4) level of innovative approach. 

The 15 papers were then reviewed by an 
international group of experts according 
to the Yearbook selection process. The 15 
papers selected as candidate best papers 
can be grouped into two major areas: 1) 
methods and tools to identify and collect 
formal requirements for secondary use, 
and 2) innovative topics highlighting the 
interest of carrying on “secondary” studies 
on patient data. 

Section editors presented the rationale 
on the impact and relevance of candidate 
best papers at the selection meeting of 
the Yearbook editorial committee. Section 
editors weighed the quality of the research 
and the relevance to the special topic as 

2   Methodology
We used PubMed to conduct our review. 
Following the methodology from previous 
years, we used the following query to capture 
relevant papers about consumer health infor-
matics and education. This query is based on 
a core (components 1, 3, 4, 6, 8) and variants 
expressed and designed to fit the main year 
topic (2, 5, 7, 9).
1. ((2016[DP] NOT pubstatusaheadofprint) 

NOT Bibliography[pt] NOT Comment[pt] 
NOT Editorial[pt] NOT Letter[pt] NOT 
News[pt] NOT Case Reports[pt] NOT 
Published Erratum[pt] NOT Historical 
Article[pt] NOT Legal Cases[pt] NOT 
legislation[pt] NOT (“review”[Publi-
cation Type] OR “review literature as 
topic”[MeSH Terms] OR “literature 
review”[All Fields]))

2. AND (“secondary use”[All Fields] OR 
“secondary analysis”[All Fields] OR 
“reuse”[All Fields] OR “repurpose”[All 
Fields] OR “data mining”[All Fields] 
OR “data crunching”[All Fields] OR 
“deep learning”[All Fields] OR “machine 
learning”[All Fields])

3. AND (“eheal th”[All  Fields]  OR 
“e-health”[All Fields] OR “tele-
health”[All Fields] OR “mhealth”[All 
Fields] OR “telemedicine”[All Fields] 
OR “electronic patient-physician com-
munication”[All Fields] OR “electronic 
medical record”[All Fields] “electronic 
health record”[All Fields] OR “personal 
health record”[All Fields] OR “elec-
tronic patient record”[All Fields] OR 
“online”[All Fields] OR “electronic”[All 
Fields] OR “information technology”[All 
Fields] OR “communication technolo-
gy”[All Fields] OR “mobile”[All Fields] 
OR “on-line”[All Fields] OR “online 
systems”[All Fields] OR “internet”[All 
Fields] OR “web”[All Fields] OR “web-
site”[All Fields] OR “patient portal”[All 
Fields] OR “decision support tech-
nique”[All Fields])

4. AND (“social media”[All Fields] OR 
“facebook”[All Fields] OR “twitter”[All 
Fields] OR “youtube”[All Fields] OR 
“social network site”[All Fields] OR 
“social web”[All Fields] OR “online 
social network”[All Fields] OR “social 
environment”[All Fields] OR “social 
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prime factors. Editors discussed each of the 
papers until reaching consensus on the top 
five best papers. 

Identifying and Collecting Formal 
Requirements for Data Donation
One of the major aspects discussed in the 
returned papers included the need of a formal 
framework for obtaining patient consent for 
biobanking and of the legal requirements for 
reusing available biomaterial and data. The 
concept of “data donor” is clearly expressed 
by Wilbanks and Topol in [15]: “at first, data 
donors may predominantly include those 
with personal incentives, or those who are 
philosophically driven to share their health 
data, for instance through being part of the 
Quantified Self community, which aims to 
use technology to measure all aspects of our 
daily lives. Such early advocates for sharing 
could help to change norms by pushing for 
clearer messaging around consent and by 
raising awareness about what is at stake.” 
Further, ethical consequences arising from 
the privatization of health information were 
discussed [15]. This paper also highlights the 
difficulties of complying with legal require-
ments because of their heterogeneity among 
countries, especially in Europe. 

The selected best paper in this group also 
provides a good discussion on how to support 
secondary use of personal health data by 
enabling electronic informed consent:
• Kondylakis H, Koumakis L, Hänold S, 

Nwankwo I, Forgó N, Marias K, Tsi-
knakis M, Graf N. Donor’s support tool: 
Enabling informed secondary use of 
patient’s biomaterial and personal data. 
Int J Med Inform 2017 Jan;97:282-92.

Innovative Topics of “Secondary 
Use” of Data from “Patient 
Experience”
Social media, such as Twitter, provide a rich 
source of data for health-related issues raised 
and discussed by consumers. For example, 
several authors have analysed social media 
data using machine-learning algorithms to 
tag and classify social media content for 
various public health purposes. Hawkins, et 
al., focused on the measurement of patient 
satisfaction with the delivery of health care 
by hospitals [3]. The authors concluded that 
their approach can be a way to complement 
the results of classical population-based 
surveys, for example by obtaining nearly 
real-time feedback from patients. They also 
expect the use of social media to be imple-
mented in institutions that have developed 
a digital relationship with their patients 
and other interested parties, such as family 
members. Other authors have used similar 
approaches to better understand barriers to 
treatment [10], side effects of drugs [9], and 
vaccine hesitancy [11].

The selected best papers in this group are:
• Daniulaityte R, Chen L, Lamy FR, 

Carlson RG, Thirunarayan K, Sheth A. 
“When ‘Bad’ is ‘Good’”: Identifying 
Personal Communication and Sentiment 
in Drug-Related Tweets. JMIR Public 
Health Surveill 2016 Oct 24;2(2):e162.

• Freedman RA, Viswanath K, Vaz-Luis I, 
Keating NL. Learning from social media: 
utilizing advanced data extraction tech-
niques to understand barriers to breast 
cancer treatment. Breast Cancer Res Treat 
2016 Jul;158(2):395-405.

• Hawkins JB, Brownstein JS, Tuli G, 
Runels T, Broecker K, Nsoesie EO, 

McIver DJ, Rozenblum R, Wright A, 
Bourgeois FT, Greaves F. Measuring 
patient-perceived quality of care in US 
hospitals using Twitter. BMJ Qual Saf 
2016 Jun;25(6):404-13.

• Massey PM, Leader A, Yom-Tov E, 
Budenz A, Fisher K, Klassen AC. Ap-
plying Multiple Data Collection Tools to 
Quantify Human Papillomavirus Vaccine 
Communication on Twitter. J Med Inter-
net Res 2016 Dec 5;18(12):e318.

4   Conclusions
Our synopsis shows the emergence of high 
quality research and initiatives focusing on 
the value of secondary data usage in the health 
domain, including to a greater extend con-
sumer-generated data. Despite the growing 
importance of secondary data usage, most ar-
ticles report on pilots and small studies show-
ing that we are still far from massive adoption 
in day-to-day health practice. This lack of 
massive adoption is apparently the result of 
many socio-ethical barriers and concerns, as 
explained in Wilbanks and Topol [15], and 
Safran, et al., [2]. As explained by Wilbanks 
and Topol [15], uneven developments of 
datasets for secondary usage might lead to 
the privatization of health data. An approach 
to tackle most of those socio-ethical concerns 
is to adhere to the principles of participatory 
medicine and shared decision-making. Kon-
dylakis, et al., gave a successful experience of 
that approach in a study incorporating patients 
as data donors in the processes of medical 
decision-making [16]. 
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Appendix: Content 
Summaries of Selected Best 
Papers for the 2017 IMIA 
Yearbook in the Section 
“Education and Consumer 
Health Informatics”

Daniulaityte R, Chen L, Lamy FR, Carlson 
RG, Thirunarayan K, Sheth A
“When ‘Bad’ is ‘Good’”: Identifying 
Personal Communication and Sentiment in 
Drug-Related Tweets
JMIR Public Health Surveill 2016 Oct 
24;2(2):e162

Although several studies have reported on 
the development of automated approaches 
to analyse tobacco and e-cigarette-related 
tweet content, and to identify adverse effects 
associated with the medical use of pharma-
ceutical drugs, there have been very few 
attempts to apply automated content analysis 
techniques to analyse drug abuse–related 
tweets. This lack of research is partially relat-
ed to the fact that drug-related content adds 
another layer of ambiguity and difficulty in 
the development of automated techniques 
because of the pervasive use of slang termi-
nology and implied meanings. For the words 
that suggest a particular sentiment, tradition-
al approaches that use sentiment lexicons 
may not perform well, and machine learning 
techniques, trained using manually coded 
data, could increase the accuracy of senti-
ment identification in drug-related tweets. 
The purpose of this study was to describe the 
development and performance of machine 
learning classifiers to automatically identify 
tweets by the type of communication (per-
sonal, official/media, or retail) and sentiment 
(positive, negative, or neutral) expressed in 
cannabis- and synthetic cannabinoid–relat-
ed tweets. To reach a sample size of 4,000 
tweets for the manually-labelled data set for 
machine learning, more than 8,000 tweets 
were manually reviewed and filtered using 
QDA Miner. The tweets for manual coding 
were extracted from the pool of 15,623,869 
tweets that were collected by eDrugTrends 
between May and November 2015. The 
sample of 4,000 manually-labelled tweets 
was split into two subsamples, 1,000 were 
used to train a source classifier, and 3,000 
were allocated for sentiment classification. 
The most discriminative unigram and bigram 
features that were identified by chi-square 
test reflect thematic groups as pertinent to 
sentiment categories: “want,” “love,” “need” 
for positive, in contrast to “don’t,” “shit,” 
“fake” for negative tweets. But the senti-
ment classifier tended to incorrectly classify 
tweets that expressed an opposing opinion 
to negative thoughts or actions related to 
cannabis use or its legalization. Furthermore, 
humorous and sarcastic tweets were also 
more difficult to classify correctly by the 
classifier. The identification of sentiment in 
personal, user-generated tweets is more rel-
evant for drug abuse epidemiology research 

Table 2   Best paper selection of articles for the IMIA Yearbook of Medical Informatics 2017 in the section ‘Education and Consumer Health 
Informatics’. The articles are listed in alphabetical order of the first author’s surname. 

Section 
Education and Consumer Health Informatics

 Daniulaityte R, Chen L, Lamy FR, Carlson RG, Thirunarayan K, Sheth A. “When ‘Bad’ is ‘Good’”: Identifying Personal 
Communication and Sentiment in Drug-Related Tweets. JMIR Public Health Surveill 2016 Oct 24;2(2):e162.
 Freedman RA, Viswanath K, Vaz-Luis I, Keating NL. Learning from social media: utilizing advanced data extraction techniques 

to understand barriers to breast cancer treatment. Breast Cancer Res Treat 2016 Jul;158(2):395-405.
 Hawkins JB, Brownstein JS, Tuli G, Runels T, Broecker K, Nsoesie EO, McIver DJ, Rozenblum R, Wright A, Bourgeois FT, Greaves 

F. Measuring patient-perceived quality of care in US hospitals using Twitter. BMJ Qual Saf 2016 Jun;25(6):404-13.
 Kondylakis H, Koumakis L, Hänold S, Nwankwo I, Forgó N, Marias K, Tsiknakis M, Graf N. Donor’s support tool: Enabling 

informed secondary use of patient’s biomaterial and personal data. Int J Med Inform 2017 Jan;97:282-92.
 Massey PM, Leader A, Yom-Tov E, Budenz A, Fisher K, Klassen AC. Applying Multiple Data Collection Tools to Quantify Human 

Papillomavirus Vaccine Communication on Twitter. J Med Internet Res 2016 Dec 5;18(12):e318.
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than an approach that includes media- and 
business-related tweets.

Freedman RA, Viswanath K, Vaz-Luis I, 
Keating NL
Learning from social media: utilizing 
advanced data extraction techniques to 
understand barriers to breast cancer treatment

Breast Cancer Res Treat 2016 
Jul;158(2):395-405

To date, most studies examining barriers 
to care for diverse populations have been 
conducted within registry- or claims-based 
cohorts. Additional smaller studies using 
surveys, focus groups, and medical records 
are often limited to a single geographic 
area or institution and may not necessar-
ily generalize across diverse populations. 
Furthermore, most surveys have structured 
formats and are subject to recall bias. Social 
media has been recognized as a potential 
source of patient data often underrepresent-
ed in studies using conventional research 
methodologies, emerging thus as a rich, yet 
largely untapped, resource for understanding 
what patients are candidly saying about their 
experiences and treatments. The purpose of 
this study was to utilize machine learning to 
identify key issues and themes that patients 
with breast cancer were sharing online, fo-
cusing on the barriers to treatment. Postings 
from a 365-day period, ending on January 31, 
2015, on message boards, blogs, topical sites, 
content sharing sites, and social networks 
were examined. 3,200,128 unique posts that 
discussed breast cancer were identified. The 
analyses were limited to the 1,024,041 (32 
%) posts about treatment. When possible, a 
phase of treatment (pre-diagnosis, diagnosis, 
assessment, decision to treat, or treatment) 
was identified by tagging posts based on cues 
for a user’s current situation through topical 
keywords and relevant self-reported experi-
ences yielding 627,381 posts. Among these 
posts, overarching themes and treatment 
barriers were assigned for 387,238 (62% of 
627,381). Organizational barriers generally 
increased from pre-diagnosis (6% of posts) 
to diagnosis (13%) and remained high during 
assessment (28%), decisions to treat (21%), 
and treatment (29%). Sociocultural barriers 
decreased over the treatment trajectory 

(24% of posts in the pre-diagnosis phase to 
18–20% of posts about treatments) as did 
psychological barriers (43% to 19–25%). 
Situational barriers remained relatively con-
stant over the treatment trajectory and were 
reported in a quarter of posts. For emotional 
barriers, most conversations reported fears, 
anxiety, denial, and depression. The most 
common belief-related sentiments were 
spiritual/religious (41%), although other 
prominent themes included misinformation 
(30%) and preferences/perceptions (29%). 
The most common physical concerns ex-
pressed were side effects (40%), followed by 
physical limitations (31%) and body changes 
(29%). Resource concerns included posts 
about insurance (49%), costs (33%), and 
logistics of treatment (18%). Dominant con-
cerns raised within posts about healthcare 
perception barriers included poor commu-
nication (36 %), trust (22%), accessibility 
of services (21%), and negative experiences 
(21%). Among posts related to relationship 
barriers, the most dominant issues included 
problems with intimacy (35%), friends 
(34%), and children (31%). Duration and 
process barriers were categorized as issues 
with the regimens prescribed (41%), dura-
tion of treatment (23%), effects of the after 
treatment (19%), and complexity of care 
(17%). In 9,465 posts, users suggested that 
they refused recommended treatments that 
were recommended for their breast cancer. 
With this new type of “social intelligence” 
for research, mining the vast repository of 
unstructured big data for insight into pa-
tients’ concerns and experiences, the authors 
learned about barriers to care for a large and 
diverse population of users.

Hawkins JB, Brownstein JS, Tuli G, Runels 
T, Broecker K, Nsoesie EO, McIver DJ, 
Rozenblum R, Wright A, Bourgeois FT, 
Greaves F
Measuring patient-perceived quality of care 
in US hospitals using Twitter

BMJ Qual Saf 2016 Jun;25(6):404-13

Experiences and perception of patients re-
ceiving healthcare as well as the necessity 
for healthcare stakeholders to measure and 
report outcomes are usually based on struc-
tured questionnaires. Limitations of these 

surveys include significant time lag between 
an outcome and a report of that outcome, 
and low response rates. As Twitter is actively 
used by one out of five adults, the authors 
sought to identify and analyse the content of 
posts sent to hospitals as a novel real-time 
measure of quality, supplementing tradition-
al survey-based approaches. Hawkins, et al., 
assessed the use of Twitter as a supplemental 
data stream for measuring patient-perceived 
quality of care in US hospitals and for com-
paring patient sentiments about hospitals 
with established quality measures. A ma-
chine learning approach was used to classify 
tweets associated with patient experiences. 

Of the tweets directed to 2,349 US hos-
pitals having an account on Twitter, over 
the period 1 October 2012 to 30 September 
2013, 404,065 were analysed. Sentiment of 
patient experience was calculated for these 
tweets using natural language processing 
(the open source Python library TextBlob). 
A total of 11,602 tweets were manually 
categorised into patient experience topics, 
including food, money, pain, general, room 
condition, time, communication, discharge, 
medication instructions, side effects. Finally, 
297 hospitals, representing 111 unique Twit-
ter accounts with at least 50 patient-experi-
ence tweets were surveyed to understand how 
they use Twitter to interact with patients. The 
authors focused on the percentage of patients 
who rated a hospital at the highest levels 
on a validated scale of quality of care. The 
second validated measure of quality of care 
was the Hospital Compare 30-day hospital 
readmission rate calculated from the period 
1 July 2012–30 June 2013 (https://www.
medicare.gov/hospitalcompare/search.html). 
Roughly half of the hospitals in the US have 
a presence on Twitter (50.2%). Of the 297 
surveyed hospitals, half responded and all 
confirmed that they closely monitor social 
media and interact with users. Of the tweets 
directed toward these hospitals, 34,725 
(9.4%) were related to patient experiences, 
covering diverse topics. The top three topics 
discussed were: time management, money 
concerns, and communication with staff. 
Analyses limited to hospitals with at least 50 
patient-experience tweets revealed that they 
were more active on Twitter, more likely to 
be below the national median of Medicare 
patients (p<0.001) and above the national 

https://www.medicare.gov/hospitalcompare/search.html
https://www.medicare.gov/hospitalcompare/search.html
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median for nurse/patient ratio (p=0.006), 
and to be a non-profit hospital (p<0.001). 
After adjusting for hospital characteristics, 
they found that Twitter sentiment was not 
associated with Hospital Consumer Assess-
ment of Healthcare Providers and Systems 
(HCAHPS) ratings; however, having a Twit-
ter account was associated with HCAHPS 
score, although there was a weak associa-
tion with 30-day hospital readmission rates 
(p=0.003). The authors showed that moni-
toring Twitter provides useful, unsolicited, 
and real-time data that might not be captured 
by traditional feedback mechanisms. Tweets 
describing patient experiences in hospitals 
cover a wide range of patient care aspects and 
can be identified using automated approach-
es. The authors recommended that patients, 
researchers, and policy makers also attempt 
to utilise this data stream to understand the 
experiences of healthcare consumers and the 
quality of care they receive.

Kondylakis H, Koumakis L, Hänold S, 
Nwankwo I, Forgó N, Marias K, Tsiknakis 
M, Graf N
Donor’s support tool: Enabling informed 
secondary use of patient’s biomaterial and 
personal data
Int J Med Inform 2017 Jan;97:282-92

The purpose of this paper was to study the 
current practices for obtaining consent for 
biobanking and the legal requirements for 
reusing the available biomaterial and data in 
EU. The authors present a novel modular IT 
tool named “Donor’s Support Tool” in order 
to ensure that patients actively provide and 
update their consent according to applicable 
national laws, thus enabling the secondary 
use of data and biomaterial. The legal land-
scape for the secondary use of biomaterial 
and data in the European Union is complex. 
There is no harmonized European regulation 
that covers both the processing and use of 
biosamples and associated personal or clini-
cal data at the same time. Different regimes 
apply to each EU member. At present, the use 
of personal data enjoys the more harmonized 
framework. Informed consent is one of the 
best-known elements of medical ethics and 
bioethics, and is widely utilized in clinical 

practice and clinical research. But there are 
various types of consent: the consents that ap-
plies to a specific purpose or research study, 
the consent that is partially restricted to a 
domain of purposes or types of research stud-
ies, the consent that is multi-layered, wherein 
consent can apply to a number of unnamed or 
unspecified purposes or studies, or the broad 
consent which applies to any purpose or re-
search study, named or unnamed. In clinical 
trials, only the specific consent is allowed, 
while different approaches, ranging from 
specific to broad, or even simply ‘presumed’ 
consent, could be applied in the processing 
of human tissues among EU member states. 
Similarly, for personal data processing, 
multiple approaches could possibly apply 
in the EU member states. The EU Clinical 
Trial Regulation (EU No 536/2014, https://
ec.europa.eu/health/human-use/clinical-tri-
als/regulation_en) requires that consent for a 
participation in a clinical trial be in a written 
form. National data protection laws usually 
require an explicit and written consent for the 
processing of sensitive data, except in the UK 
and Austria where no specific formal require-
ment has been set up. Regarding the identifi-
cation and the authentication of the consent 
subject, even if a qualified electronic signature 
is desired, the usage of such signatures is not 
widespread among the European population. 
Transforming the legal requirements into 
information technology requirements, the 
authors designed and implemented the IT 
platform enabling citizens to actively provide 
and update their consent in real time. The 
three modules (personal information man-
agement system, donor’s generation module, 
and donor’s decision module) place partic-
ipants at the heart of decision-making and 
allow individuals to tailor and manage their 
own consent preferences. Comparisons with 
six other relevant approaches are provided: 
SecureConsent, Mytrus, Educonsent, iMed-
Consent, FORCS e-consent and Consentir. 
The system was also tested by the University 
College of London using retrospective data.

Massey PM, Leader A, Yom-Tov E, Budenz 
A, Fisher K, Klassen AC

Applying Multiple Data Collection Tools to 
Quantify Human Papillomavirus Vaccine 

Communication on Twitter
J Med Internet Res 2016 Dec 5;18(12):e318
The purpose of this study was to quantify 
Human Papilloma Virus (HPV) vaccine 
communication on Twitter, specif ically 
focusing on (1) sentiment, (2) side effects, 
and (3) prevention and protection, and to 
describe a novel methodology using two 
data collection methods to analyse Twitter 
data. Two methods were used to collect 
and validate Twitter data related to HPV 
vaccination. From August 1, 2014 to July 
31, 2015, 305,517 and 258,102 tweets were 
collected respectively using a prospective or 
a retrospective data collection method. Only 
English-language tweets were included. 
A corpus of 1,470 manually coded tweets 
was used to develop a machine learning 
classifier for each variable in the codebook. 
Binary variables were classified using a 
linear classifier (Moore-Penrose pseudo-
inverse), while a decision tree was applied 
to variables with more than two categorical 
responses. A total of 193,379 English-lan-
guage tweets were collected, classified, and 
analysed between August 1, 2014 and July 
31, 2015. Over 88.64% (191,515/216,060) 
of the final dataset included the keyword 
search term HPV, and nearly 34.91% 
(75,433/216,060) included HPV vaccine. 
Associated words varied with each keyword, 
with HPV being associated with personal 
words such as “I”, “me”, and “have”, and 
#HPV being associated with January (cer-
vical cancer awareness month), prevent, 
and learn. Positive sentiment toward the 
vaccine was the largest type of sentiment 
in the sample, with 75,393 positive tweets 
(38.99% of the sample). Many more users 
participated in positive sentiment than in 
negative sentiment (36,283 vs 24,010 users, 
respectively). There is also an important 
relationship between tweet sentiment and 
tweet content: many more tweets that were 
classified as positive mentioned information 
about prevention or protection, whereas 
tweets classified as negative included a 
much greater discussion about side effects. 
This can be important information for health 
promotion and communication campaigns, 
specifically in terms of tailoring a message 
and joining a particular conversation.
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